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Abstract
Global vegetation models predict that boreal forests are particularly sensitive to a biome shift during the 21st

century. This shift would manifest itself first at the biome�s margins, with evergreen forest expanding into

current tundra while being replaced by grasslands or temperate forest at the biome�s southern edge.

We evaluated changes in forest productivity since 1982 across boreal Alaska by linking satellite estimates of

primary productivity and a large tree-ring data set. Trends in both records show consistent growth increases at

the boreal–tundra ecotones that contrast with drought-induced productivity declines throughout interior

Alaska. These patterns support the hypothesized effects of an initiating biome shift. Ultimately, tree dispersal

rates, habitat availability and the rate of future climate change, and how it changes disturbance regimes, are

expected to determine where the boreal biome will undergo a gradual geographic range shift, and where a more

rapid decline.
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INTRODUCTION

Over the 21st century, dynamic global vegetation models predict that

the boreal biome is likely to experience forest conversion and losses

resulting in a northward shift in the biome�s range, particularly under

scenarios of greatest warming (Lucht et al. 2006; Scholze et al. 2006;

Gonzalez et al. 2010). As northern high latitude forest ecosystems

contain at least 30% of global terrestrial carbon (McGuire et al. 2009;

Tarnocai et al. 2009), such changes could substantially modify future

climate (Bonan 2008). Northward and elevational shifts in species

distributions over the past decades have been documented across a

wide range of taxa (Hickling et al. 2006). At high latitudes shrub

abundance has increased (Tape et al. 2006) and in alpine environments

forest communities have recently migrated to higher elevations,

apparently in response to environmental warming (Peñuelas & Boada

2003). At regional scales, however, there is little evidence of

directional change in the distribution of terrestrial biomes attributable

to ongoing climate change.

Model simulations of high latitude ecosystems changes in the last

three decades, which experienced rising atmospheric CO2 concentra-

tions and associated warming (Rahmstorf et al. 2007), suggest an

increasing vegetation productivity trend (Lucht et al. 2002; Kimball

et al. 2007; Zhao & Running 2010). Analyses of satellite imagery since

1982 have generally supported this view, indicating consistent

increases in gross primary productivity estimated using remote sensing

(Prs; Myneni et al. 1997; Zhou et al. 2001). Recent field measured

increases in tundra shrub growth over the same period are also in

agreement with model outputs (Forbes et al. 2010). Populations of far

northern trees in cold marginal environments have sustained positive

growth responses to temperature, and in recent decades have grown at

their greatest recorded rates (Juday et al. 2005). In contrast, spatially

restricted field observations have documented anomalously low white

spruce (WS) [Picea glauca (Moench) Voss] growth in productive stands

in interior Alaska in the last three decades of the 20th century (Barber

et al. 2000). Similar observations at elevational tree line in Canada

indicate that once the climate warms beyond a physiological threshold,

a divergence of tree growth and air temperature occurs (D�Arrigo et al.

2004). A few satellite-based studies report a recent reversal of the

initial (1982 through 1991) productivity gains of boreal forest across

many high latitude forest areas (Angert et al. 2005; Goetz et al. 2005),

but these observations have not been directly linked to field

measurements.

Tree-ring measurements provide a consistent record of past

productivity but are traditionally collected at ecosystem transition

zones (ecotones) to test for climate sensitivity or to reconstruct

climate records (D�Arrigo et al. 2004), rather than to capture growth

trends in more typical (higher density) forest stands. As a result,

comparisons of in situ tree growth measurements with more synoptic

scale observations across large spatial domains, such as satellite data,

are rare (Kaufmann et al. 2004). Establishing this link provides a

potentially powerful way to extend relatively limited field observations

to the spatial domain covered by remote sensing observations, and

thus provide a comprehensive view of biome-wide productivity

patterns and trends.
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3Archéologie des Amériques, NRS ⁄ Université de Paris 1 – Panthéon Sorbonne,
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Spruce species dominate the boreal forest biome of North America.

We collected an extensive tree-ring width data set from WS and, for

the first time, from black spruce [BS, Picea mariana (Mill.) B.S.P.] forest

stands which, despite their dominance in boreal North America, have

rarely been reported in the dendrochronology literature. The WS and

BS stands span an east–west gradient from a drier continental to a

more mesic maritime climate, and were sampled to capture variations

in forest productivity. We compared this data set to satellite remote

sensing observations of the normalized difference vegetation index

(NDVI), a spectral metric reflecting gross productivity (Prs; Myneni

et al. 1995; Goetz & Prince 1999). Spatial coherence and temporal

covariance of these two very different observational records was

assessed along with their interannual variability, to evaluate geograph-

ical patterns in changes in vegetation productivity over the period of

their coincidence (1982–2008). Here, we investigate these patterns to

test the hypothesis that the boreal biome is undergoing a range shift

characterized by: (1) productivity increases at the boreal–tundra

ecotone and (2) productivity declines at the warmer margin of its

current distribution.

MATERIAL AND METHODS

Remotely sensed gross productivity (Prs) 1982–2008

Remotely sensed gross productivity was mapped annually from a

gridded time series as the mean NDVI during the growing season,

while accounting for spatial variation in the growing season length

(GSL). The NASA Global Inventory Modeling and Mapping Studies

data set (GIMMS-NDVI version G) spans the period 1982–2008

(http://glcf.umiacs.umd.edu/data/gimms/; Tucker et al. 2005) at

0.07� spatial resolution. It was derived from measurements by the

Advanced Very High Resolution Radiometers (AVHRRs) carried by

the afternoon-viewing NOAA satellite series (NOAA 7, 9, 11, 14, 16

and 17). The data processing includes corrections for atmospheric

aerosols effects from the El Chichón and Pinatubo eruptions, solar

zenith angle effects and sensor differences and degradation (Tucker

et al. 2005). GIMMS-NDVI provides 24 global NDVI images per

year, with the first image of each month representing the month�s first

15 days, and the other image the remainder.

We mapped Prs for each year between 1982 and 2008. First, the

GSL was mapped at 30 arc-second (0.0083�) spatial resolution from

the Moderate Resolution Imaging Spectroradiometer (MODIS) Land

Cover Dynamics product (MOD12Q2; Zhang et al. 2006). Here, the

GSL was initially estimated as the period between the latest �start of

greening� date, and the earliest �start of dormancy� date recorded in the

MOD12Q2 data between 2001 and 2004. To ensure exceptionally late

snow melt or early snow fall events never overlapped with our

growing season estimate, the initial GSL estimate was shortened by a

third. The resulting maps of GSL were then averaged to the spatial

and temporal resolution of the GIMMS-NDVI data to determine the

GSL for each GIMMS-NDVI grid cell (see Figure S1). Next, Prs was

calculated and mapped annually from GIMMS-NDVI as the mean

NDVI during the growing season, using the GSL map to account for

spatial variation in the GSL. To account for year-to-year variation in

the start and end of the growing season, each year Prs was set to the

maximum value output from a time series moving average, with

window length set to GSL (Figure S2).

To map trends in Prs, the NDVI data were further filtered to mask

anthropogenic changes and non-deterministic (e.g. stochastic) series.

The MODIS Land Cover map for 2005 (MOD12Q1; Friedl et al.

2002), with a spatial resolution of 15 arc-seconds (0.0042�), was

reclassified from the International Geosphere-Biosphere Programme

(IGBP) classification to (1) anthropogenic land cover, be it agricultural

(IGBP-12, IGBP-14), or urban (IGBP-13), (2) non-vegetated (IGBP-

0, IGBP-15, IGBP-16) or (3) vegetated (other IGBP classes).

A GIMMS grid cell was excluded from the analysis if more than

40% of it was classified as non-vegetated or if vegetated land cover

was not at least three times larger than anthropogenic land cover.

Patterns in Prs changes were compared with gradients of (1) tree

cover as mapped in the MODIS Vegetation Continuous Fields

product (MOD44; Hansen et al. 2003) and (2) monthly temperatures

in the 1982–2008 period (McKenney et al. 2006). Both were gridded to

match the GIMMS data set.

Burn history

In each GIMMS grid cell in Alaska and Canada, the yearly area burned

was calculated from 1950 to 2007 by merging the fire perimeter data

produced by the Bureau of Land Management, Alaska Fire Service

(AFS; acquired from the Alaska Geospatial Data Clearinghouse,

http://agdc.usgs.gov/data/blm/fire), and the Fire Research Group at

the Canadian Forest Service.

Tree-ring sampling

We measured radial growth in 839 mature trees, of which 627 WS and

212 BS, that were dominant in the current landscape and had no

visible signs of fire or insect damage. The trees were pooled to create

46 WS and 42 BS stand-level wood growth (WG) estimates, based on

the GIMMS grid cell the trees were located in. The number of trees

sampled in a stand varied from 1 to 62, with a median of 6. Mean

stand-level growth was calculated from 1982 until the year of

sampling, generating 88 series between 6 and 27 years long

(median = 20) where growth and GIMMS data could be paired.

Tree-ring data were not de-trended as spruce trees of the age

range in this study exhibit little to no age-related growth trend

(Barber et al. 2000). Furthermore, Barber et al. (2000) showed for a

subset of the current data set that de-trending had negligible effects

on the growth–climate relationships. Mean radial growth was

calculated per stand from non-normalized tree-ring series to preserve

the greater contribution of larger trees to stand-level WG. An index

of topography-related soil wetness was estimated for the tree stands

from a 60-m digital elevation model, and calculated as ln(a ⁄ tan b)

where a is the local upslope area draining through a certain point

per unit contour length and tan b is the local slope (Beven & Kirkby

1979).

Statistical methods

Prior to mapping, temporal trends in Prs were subjected to a

Vogelsang test (Vogelsang 1998) to determine if a deterministic

temporal trend was present in the data (statistical significance was set

at a = 0.05). The Vogelsang stationarity test controls for the

possibility of strong serial correlation in the data generating spurious

trends. It is valid whether errors are stationary or have a unit root, and

does not require estimates of serial correlation nuisance parameters.

It is useful for masking stochastic changes in Prs in the landscape such

as those associated with disturbance (Goetz et al. 2005).
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The consistency of temporal changes in both tree growth series and

Prs since 1982 was quantified and compared using Kendall�s s
(Hollander & Wolfe 1973), calculated at each site from the cross-

tabulation of time and radial growth (sgrowth), and time and Prs (sPrs).

As a result, s approaches 1 as a series consistently increases with time,

and )1 as it consistently decreases with time. Agreement between

trends in Prs and growth was quantified using a regression model

describing sgrowth as a linear function of sPrs, weighted by the number

of available ring width measurements. The regression included both

BS and WS sites, but excluded sites with evidence of burning since

1950.

To compare year-to-year variation in Prs and growth in isolation

from multi-year trends, the agreement between yearly changes in radial

growth (Dgrowth) and Prs (DPrs) was calculated at each site using

Kendall�s s, denoted as sDPrs,Dgrowth. Agreement was calculated

separately in years of increasing growth (Dgrowth > 0), and decreasing

growth (Dgrowth < 0), and only if 5 years of observations were

available. The agreement was then assessed for statistical significance

across sites using the Wilcoxon signed rank test (H0: sDPrs,Dgrowth = 0).

RESULTS

Over the satellite record, which begins in 1982, within-stand variation

in tree growth trends was present: 48 of 88 stands contained both

trees displaying positive (sring width > 0) and negative growth trends

(sring width < 0). However, mean interseries correlation of raw ring

widths during the reference growth period of 1950 to date of

collection was generally high [for stands with 10 trees or more,

mean = 0.43 (±0.14 SD), N = 31] indicating that our tree-ring based

estimates of stand-level WG are robust, particularly in the larger

samples.

Across boreal Alaska both WG and satellite-derived Prs predom-

inantly declined since 1982, except in the more maritime areas of the

West (Fig. 1). Across tree-ring sites where the remote sensing data

indicated non-stochastic trends in gross productivity (N = 30,

Vogelsang test, a = 0.05; see Table S1), yearly values of WG and

Prs were strongly positively correlated and displayed a negative

temporal trend between 1982 and 2008 (R = 0.69, N = 27 years,

P < 0.001; Fig. 2). Furthermore, all but 2 of these 30 sites (13 WS and

17 BS), showed an identical direction of change in WG and Prs as

measured by the signs of sgrowth and sPrs respectively. Across all sites

without traces of fire since 1950, temporal changes in Prs since 1982

reflect commensurate changes in spruce growth [Fig. 3; sgrowth =

sPrs * 1.06(±0.14 SEM) ) 0.001(±0.05 SEM), d.f. = 55]. Overall, the

best agreement in trends occurred when growth was estimated from a

larger number of samples (Figure S3).

Decreases in WG relative to the previous year were weakly

correlated with changes in Prs (median sDPrs,Dgrowth = 0.2, P = 0.002,

N = 21). By contrast, increases in WG from 1 year to the next were

not consistently associated with equivalent increases in Prs (median

sDPrs,Dgrowth = )0.05, P = 0.59, N = 21), suggesting that resource

allocation to leaf mass and WG is not necessarily regulated at identical

time scales.

While the tree-rings used here were collected from mature trees in

unburned stands, the satellite Prs time series reflects the legacy of

wildfire. The magnitude of that effect is dependent upon the timing,

extent and severity of burning (Goetz et al. 2006). Consequently,

trends in WG and Prs may not agree in some areas characterized by

vegetation mortality from fire (sudden decrease in Prs) or rapid

vegetation regrowth following fire (steady increase in Prs; Figure S4).

After excluding disturbance-related stochastic changes in Prs using the

burn history data and the Vogelsang test (Goetz et al. 2005), the

tundra areas of Alaska show near-ubiquitous increases in Prs (Fig. 1).

The coldest boreal areas, which are currently sparsely forested, i.e.

those at the boreal–tundra ecotone, also display deterministic

increases in productivity over the past three decades (Fig. 4).

Spruce growth and gross productivity (Prs) 1982–2008
 Decreasing

Increasing

Tree ring sites
White Spruce

Black Spruce

Rivers

Roads
Burned

150° W160° W170° W180°

60° N

0 25 50 100
Km

Figure 1 Trends in remotely sensed gross productivity (Prs) between 1982 and 2008 and trends in spruce growth since 1982 in Alaska (left) and the area around Fairbanks

(right). White shading indicates sparsely vegetated or human modified land cover. Light grey shading indicates the trend in Prs from 1982 to 2008 was non-deterministic based

on a Vogelsang significance test (a = 0.05), and dark grey areas had wildfires anywhere between 1982 and 2007. Green and brown shading in the symbols indicate increasing

and decreasing ring widths, respectively, in unburned stands from 1982 to the year of sampling which ranged from 1994 to 2008.
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In contrast, all other forested areas in the boreal zone, not only the

warmest or most densely forested ones, were dominated by

productivity declines (Figs 1 and 4). Topographical wetness (W) did

not differ significantly between sites where productivity increased or

decreased, whether measured as WG or satellite-derived gross

productivity (Kruskall–Wallis rank sum test, H0: WsWG<0 = WsWG>0,

P = 0.3; H0: WsPrs<0 = WsPrs>0, P = 0.1; N = 88) and at 8 of the

10 wettest sites both measures indicated declining productivity.

DISCUSSION

Along with temperature, tropospheric ozone, nitrogen deposition and

CO2 concentrations have all increased globally in the last three

decades, potentially driving shifts in vegetation productivity (IPCC

2007). Mean ozone concentrations in Alaska are low compared to

more populated areas, and are generally considered to be at global

�background levels� (Figure S5; Vingarzan 2004). Because of this and

the greater tolerance of needle-leaved trees to elevated ozone

concentrations (Sitch et al. 2007; Wittig et al. 2009) projected increases

in ozone over the 21st century are not expected to adversely affect

vegetation productivity in Alaska (Sitch et al. 2007), and recent

increases are unlikely to explain the patterns in productivity

documented here. Similarly, the relatively low rates of nitrogen

deposition in interior Alaska [at Denali National Park; Jones et al.

(2005) report 0.3 kg N ha)1 year)1] are an order of magnitude lower

than rates that were experimentally found to limit boreal tree growth

(Hogberg et al. 2006). This is consistent with recent results from a

process-based biogeochemistry model with coupled carbon and

nitrogen cycles that indicates that over the past five decades N

deposition has had a very small effect on boreal net ecosystem

exchange (McGuire et al. 2010). These same model simulations

indicate that increased atmospheric CO2 concentrations since 1750

have promoted net uptake of carbon by arctic as well as boreal

ecosystems, i.e. a CO2 fertilization effect. At the pan-arctic scale,

however, this effect appears outweighed by a stronger increase of

carbon losses from the biosphere to the atmosphere due to shifts in

fire disturbance and climate (mediated by combustion and temper-

ature, moisture, and successional controls on photosynthesis and

respiration), to the extent that the CO2 fertilization is not likely to be

detectable over the 30-year period investigated here (McGuire et al.

2010). Overall, we conclude that the productivity patterns we

document in mature unburned forests are driven more by climate

(temperature and moisture) than ozone, nitrogen or CO2 fertilization

effects.
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Figure 2 Trends in remotely sensed gross productivity (Prs, solid line) and radial

tree growth (dashed line) at the 30 tree-ring sampling sites with deterministic

changes in Prs based on a Vogelsang test (a = 0.05; Vogelsang 1998). Anomalies

are expressed in units of standard deviations (SD) from the respective means

calculated over the period 1982–1996. Lines represent yearly mean anomalies across

all sites and shaded areas their standard errors, both weighted by the number of

trees sampled at each site.
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Figure 3 Temporal trends in WG and Prs. Growth is calculated from ring widths

of all trees sampled within a single satellite grid cell (c. 64 km2), and point sizes are

equivalent to the number of ring widths in the series, which were restricted to years

when both Prs and growth data were available. Circles represent white spruce

stands and triangles black spruce stands. Open symbols indicate vegetation burning

and regrowth after 1950 might have influenced Prs estimates. Red points represent

cases where s of the Prs series or the WG series were statistically different from 0

(a = 0.05).
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Figure 4 (a) Tree cover (Hansen et al. 2003) compared to mean air temperature in

May–August in 1982–2007 for non-anthropogenic vegetated areas of interior

Alaska, i.e. the mainland north of the Alaska Range and south of the Brooks Range.

Only areas where gross productivity (Prs) shows a deterministic trend from 1982 to

2008 and where there were no wildfires between 1982 and 2007 are shown.

Histograms represent the distribution of (b) temperature and (c) tree cover and

include areas where no trend was detected.
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The observed spatiotemporal pattern in productivity suggests that

in colder areas temperature limitations on spruce growth have been

released during the recent decades of warming, while the climate has

shifted beyond the optimum for spruce growth in the warmer zones

of interior Alaska (Figs 4 and 5). Earlier analysis of carbon isotopes in

WS has attributed the growth declines in interior Alaska to

temperature-induced drought stress (Barber et al. 2000). Additional

analysis of BS tissue reveals an equally strong drought-induced shift in

isotopic composition since the early 1980s (Fig. 6, Appendix S1),

suggesting that water availability is increasingly limiting productivity of

the dominant tree species in Alaskan boreal forests.

Drought in boreal forests can originate from a lack of soil moisture

or an excessive evaporative demand. Although summer precipitation

has been experimentally shown to limit productivity of spruce trees

(Yarie 2008), it does not show a directional change in Alaska during

the decades investigated here (Hinzman et al. 2005). Our finding that

recent decreases in productivity are not restricted to upland sites, but

are equally prominent in floodplains where ground water could buffer

against precipitation-driven water deficits (Viereck et al. 1993), further

indicates that soil moisture is not the main driver of the widespread

declines in productivity. In contrast to soil moisture stress, evaporative

demand has grown during the last decades; even during periods when

temperatures were relatively stable (Figure S7). This supports our

contention that observed decreases in productivity are the result of

drought stress stemming from hydraulic limitations imposed by high

vapour pressure deficits (VPDs) on photosynthesis during warm

summer periods. Furthermore, because plant growth responds

nonlinearly to both VPD and temperature, which are coupled, this

observation is consistent with the temperature–growth relationship

reported here (Fig. 5).

Negative productivity trends in the Alaskan boreal forest are

particularly pronounced since the mid-1990s (Fig. 2), in contrast to

widespread productivity increases in both forest and tundra areas in

the preceding decade (Figure S8a; Myneni et al. 1997). Since the mid-

1990s, we observe a divergent response to climate warming in Arctic

tundra and forests, consistent with earlier reported NDVI trends

across North America (Goetz et al. 2005) and Alaska (Verbyla 2008).

Whereas the warmer climate has continued to increase tundra

productivity, it appears to constrain photosynthetic activity in boreal

forests (Fig. 1; Figure S8a). Recent global ecosystem model simula-

tions showing increased net primary productivity in both forested and

tundra areas in Alaska from 2000 to 2009 (Zhao & Running 2010)

apparently fail to capture the declines we observe using satellite

imagery (Figure S8b). As plant respiration generally increases with

temperature, increased net productivity is at odds with the gross

productivity declines we observed in undisturbed mature boreal forest.

While net productivity increases are consistent with assumed

metabolic responses to rising temperature in cold climates, the recent

simulation results currently show no moisture limitations on Alaskan

vegetation productivity (Zhao & Running 2010). In contrast, our

observations indicate that the higher temperatures of recent decades

have limited productivity of Alaskan forests owing to coincident

increases in evaporative demand (VPD; Figure S7), which is consis-

tent with experimental and in situ measurements (Barber et al. 2000;

Hogg et al. 2008; Way & Oren 2010), as well as earlier model

simulations (e.g. Angert et al. 2005; Zhang et al. 2008).

The observed changes in forest productivity during the period of

the satellite record (27 years), and their relationship to temperature,

indicate that warming has resulted in drought stress exerting an

increasingly limiting role on both Prs and tree growth across most of

the boreal forest ecosystem of interior Alaska. We observed increasing

tree growth and Prs only in the marginal zone of low tree cover in

western Alaska, which constitutes the boreal–tundra ecotone, and

beyond current tree limits, both areas where 20th century tempera-

tures were sub-optimal for tree growth. An identical pattern of shifts

in boreal forest productivity has been projected by global vegetation

models to occur over the course of the 21st century, leading to biome-

wide changes such as northward forest expansion and regional

drought-induced forest recession (Lucht et al. 2006; Scholze et al.

2006). The confluence of the current observational record with the
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Figure 6 Stable carbon isotope (d13C) time series for black spruce and white spruce

stands in interior Alaska. Black spruce data were measured in the Zasada Road 8

stand at the Bonanza Creek Long-term Ecological Research (LTER) site (64.8� N,

148.0� W) following the methods described by Barber et al. (2000) and at 5-yearly

intervals to assure sufficient wood material was available for analysis. Yearly white

spruce d 13C discrimination (thin grey line) was taken from Barber et al. (2000),

measured in the Reserve West stand in the same LTER site and averaged at 5-year

intervals (bold line). Isotopic discrimination is expressed as the proportional

deviation of the measured 13C ⁄ 12C ratio from the Peedee belemnite carbonate

standard (Craig 1957).
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Figure 5 Normalized white spruce mean tree-ring widths at coastal and interior

sites where trees were sampled in 2010 vs. mean temperature in May–August of the

year of ring growth and 1 and 2 years prior. The coastal trees were sampled at

Dillingham (N = 10) and King Salmon (N = 8; Table S1) and compared with the

temperature record at King Salmon Airport (59� N, 157� W) which starts in 1947.

The trees from interior Alaska were sampled in the Yukon River Flats (N = 25;

Table S1) and were compared with the Fairbanks ⁄ University Experiment Station

(65� N, 148� W) temperature record which is the longest one available in interior

Alaska and representative of interannual variation across the region (Barber et al.

2000). We note that the choice for the months of May–August as a temperature

index represents a compromise since seasonal temperature sensitivity differs

between the sites (Figure S6).
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latter longer term projections thus provides support for the hypothesis

that a biome shift is already underway on a quasi-continental scale.

As long as increases in temperature persist, currently forested areas

will experience intensified stress, mortality and composition changes,

while the transitional ecotones of western and northern Alaska will

become climatically more suitable for enhanced tree recruitment and

growth associated with forest migration.

Ultimately, the resiliency of the boreal forest to climate change and

the possibility for forest migration, as dictated by tree dispersal rates

and habitat availability, will shape the extent and speed of a biome

shift. Both the in situ tree ring and the satellite data presented here

suggest that the climate of the last few decades has shifted beyond the

physiological optimum for spruce growth throughout the Alaskan

boreal ecosystem. Intensified monitoring is needed to document

whether the pattern observed here will result in a rapid decline of the

boreal biome rather than a more gradual geographical range shift,

particularly since direct effects of climate warming on tree growth can

amplify its indirect effects, e.g. through increased susceptibility to

insect disturbance (Malmström & Raffa 2000). Moreover, forest

expansion into tundra areas is expected to vary geographically, since it

too is impacted by indirect climate effects, such as thermokarst and

fire, and can be physiologically limited by drought (Lloyd et al. 2002;

D�Arrigo et al. 2004). Finally, if the continued shift in the climate

optimum for forest growth outpaces tree migration rates, a

contraction of the boreal biome in the 21st century is more likely

than a northward or elevational shift in its distribution.
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Project Overview 
 
This project is part of a statewide model analysis of future vegetation and fire regime 
response to projected future climate.  This work is supported by grants from the 
National Science Foundation and the Joint Fire Science Program.  Additional support 
has been provided by the UA Scenarios Network for Alaska Planning (SNAP) initiative 
and from the University of Alaska Fairbanks, US Fish and Wildlife Service, and the 
National Park Service.  
 
This document provides a summary of preliminary simulation results and a discussion of 
ongoing modeling activities aimed at providing definitive statewide simulation results.  In 
addition, simulation model details and references are included. 
 
 
Model Simulations Design 
 
The model simulations design (Fig. 1) provides for the analysis of historical fire activity 
by (1) simulating historic fires (1860-2007) based on an empirically derived relationship 
between climate and fire (Duffy et al. 2005), and (2) linking simulated historic fires 
(1860-1949), based on the empirical climate-fire relationship, with known fire perimeters 
(1950-2007; http://agdc.usgs.gov/data/blm/fire/index.html).  The historical simulation 
results for both methodologies will then be applied to a suite of 6 future climate 
scenarios (2008-2099) and three emission scenarios (A1B, A1, and B2; see IPCC 
2007).  This report presents preliminary results for only the A1B emission scenario. 
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Figure 1 – Schematic showing the model simulation design.
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The simulation design ultimately allows for statewide simulations (Fig. 2) of both 
historical simulation methodologies (2x) to be driven by 6 future climate scenarios (6x) 
for each of 3 emissions scenarios (3x) for a total of 36 (2x6x3) ensemble runs. Each 
preliminary ensemble run contains 8 replicated simulations (30 replications to be 
completed in the final analysis). In all simulations historic climate (1860-2002) was 
generated using spatially explicit input data from the Climate Research Unit (CRU; 
http://www.cru.uea.ac.uk/) and the Potsdam Institute for Climate Impact Research 
(PICIR).  The PICAR dataset is a modified version of that presented in Leemans and 
Cramer (1991). The modification is presented in McGuire et al. (2001). 
 
The ‘spin-up’ phase of the modeling generated 30 different initial landscape conditions 
(vegetation distribution and age structure) at 1860 by using 30 random permutations of 
historic climate observations from the CRU and PICIR datasets.  These landscapes 
provide the starting-point (1860) conditions that ALFRESCO uses as input for the 
simulations.  The purpose of the ‘spin-up’ phase is to produce a simulation landscape 
with realistic patch size and age-class distributions that are generated over multiple fire 
cycles. 

 
Figure 2 – Statewide simulation domain with refuge boundaries identified. 
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ALFRESCO Model Overview 
 
ALFRESCO was originally developed to simulate the response of subarctic vegetation 
to a changing climate and disturbance regime (Rupp et al. 2000a, 2000b).  Previous 
research has highlighted both direct and indirect (through changes in fire regime) effects 
of climate on the expansion rate, species composition, and extent of treeline in Alaska  
(Rupp et al. 2000b, 2001, Lloyd et al. 2003).  Additional research, focused on boreal 
forest vegetation dynamics, has emphasized that fire frequency changes – both direct 
(climate-driven or anthropogenic) and indirect (as a result of vegetation succession and 
species composition) – strongly influence landscape-level vegetation patterns and 
associated feedbacks to future fire regime (Rupp et al. 2002, Chapin et al. 2003, Turner 
et al. 2003).  A detailed description of ALFRESCO can be obtained from the literature 
(Rupp et al. 2000a, 200b, 2001, 2002).  The boreal forest version of ALFRESCO was 
developed to explore the interactions and feedbacks between fire, climate, and 
vegetation in interior Alaska (Rupp et al. 2002, 2007, Duffy et al. 2005, 2007) and 
associated impacts to natural resources (Rupp et al. 2006, Butler et al. 2007).   
 
ALFRESCO is a state-and-transition model of successional dynamics that explicitly 
represents the spatial processes of fire and vegetation recruitment across the 
landscape (Fig. 3; Rupp et al. 2000a).  ALFRESCO does not model fire behavior, but 
rather models the empirical relationship between growing-season climate (e.g., average 
temperature and total precipitation) and total annual area burned (i.e., the footprint of 
fire on the landscape).  ALFRESCO also models the changes in vegetation flammability 
that occur during succession through a flammability coefficient that changes with 
vegetation type and stand age (Chapin et al. 2003). 
 
The fire regime is simulated stochastically and is driven by climate, vegetation type, and 
time since last fire (Rupp et al. 2000a, 2007).  ALFRESCO employs a cellular 
automaton approach, where an ignited pixel may spread to any of the eight surrounding 
pixels.  ‘Ignition’ of a pixel is determined using a random number generator and as a 
function of the flammability value of that pixel.  Fire ‘spread’ depends on the flammability 
of the receptor pixel and any effects of natural firebreaks including non-vegetated 
mountain slopes and large water bodies, which do not burn. 
 
The ecosystem types modeled were chosen as the simplest possible representation of 
the complex vegetation mosaic occupying the circumpolar arctic and boreal zones and 
ignore the substantial variation in species composition within these and other 
intermediate vegetation types.  Detailed descriptions of the vegetation states and 
classification methodology can be found in Rupp et al. (2000a, 2000b, 2001, 2002).  
The vegetation data used in the model spinup process was derived by reclassifying the 
1990 AVHRR vegetation classification 
(http://agdcftp1.wr.usgs.gov/pub/projects/fhm/vegcls.tar.gz) and the 2001 National Land 
Cover Database vegetation classification (http://www.mrlc.gov) into the five vegetation 
classes represented in ALFRESCO (tundra, black spruce, white spruce, deciduous, and 
dry grassland).  Currently, the dry grassland ecosystem type represented in 
ALFRESCO occurs only locally and at a scale masked by the model’s 1 x 1 km pixel 
resolution.  Differences among tundra vegetation types recognized in the vegetation 
classifications were ignored, and all tundra types were lumped together as a single 
tundra class.  Tundra types that identified some level of spruce canopy on site were 
indicated.  The actual spruce-canopy level was determined using growing-season 
climate thresholds.   

http://agdcftp1.wr.usgs.gov/pub/projects/fhm/vegcls.tar.gz
http://www.mrlc.gov/


Remotely sensed satellite data is currently unable to distinguish species-level 
differences between black and white spruce.  We therefore stratified spruce forest using 
deterministic rules related to topography (i.e., aspect, slope position, and elevation) and 
growing-season climate.  Aspect and slope were used to identify ‘typical’ black spruce 
forest sites (i.e., poorly drained and northerly aspects) throughout the study region.  
Growing-season climate and elevation were used primarily to distinguish treeline white 
spruce forest.  In addition, we used growing-season climate thresholds to distinguish 
young deciduous forest stands from tall shrub tundra.  These deterministic rules were 
also used to denote the climax vegetation state (i.e., black or white spruce forest) for 
each deciduous pixel.  In other words, the rules were used to predetermine the 
successional trajectory of each deciduous pixel.  In this manner, we were able to 
develop an input vegetation data set that best related the original remotely sensed data 
into the five vegetation types represented by ALFRESCO, based on a sensible 
ecological foundation. 
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Figure 3 – Conceptual model of vegetation states (colored boxes), possible transitions 
(arrows), and driving processes/factors responsible for the rate and direction of 
transitions (arrow labels). Dynamic treeline transitions and the dry grassland state 
were not activated for the preliminary simulations. 
 
Version 1.0.1 can operate at any time step and pixel resolution, however the current 
model calibration and parameterization was conducted at an annual time step and 1 
km2 pixel resolution.  A 30 m2 calibration and parameterization is currently underway.  
Other model developments include refined tundra transition stages, fire suppression 
effects on fire size, simulated fire severity patterns and fire severity effects on 
successional rates and trajectories.  New iterations of the boreal ALFRESCO simulation 
model with these developments will be available beginning in 2009. 
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Driving Climate Products 
 
The simulation design for this project utilizes climate projections that have been 
assessed and downscaled by the UA Scenarios Network for Alaska Planning (SNAP). 
 
Use of GCMs to model future climate 
General Circulation Models (GCMs) are the most widely used tools for projections of 
global climate change over the timescale of a century. Periodic assessments by the 
Intergovernmental Panel on Climate Change (IPCC) have relied heavily on global model 
simulations of future climate driven by various emission scenarios.   
 
The IPCC uses complex coupled atmospheric and oceanic GCMs.  These models 
integrate multiple equations, typically including surface pressure; horizontal layered 
components of fluid velocity and temperature; solar short wave radiation and terrestrial 
infra-red and long wave radiation; convection; land surface processes; albedo; 
hydrology; cloud cover; and sea ice dynamics. 
 
GCMs include equations that are iterated over a series of discrete time steps as well as 
equations that are evaluated simultaneously.  Anthropogenic inputs such as changes in 
atmospheric greenhouse gases can be incorporated into stepped equations. Thus, 
GCMs can be used to simulate the changes that may occur over long time frames due 
to the release of greenhouse gases into the atmosphere. 
 
Greenhouse gas-driven climate change represents a response to the radiative forcing 
associated with increases of carbon dioxide, methane, water vapor and other gases, as 
well as associated changes in cloudiness. The response varies widely among models 
because it is strongly modified by feedbacks involving clouds, the cryosphere, water 
vapor and other processes whose effects are not well understood. Changes in the 
radiative forcing associated with increasing greenhouse gases have thus far been small 
relative to existing seasonal cycles.  Thus, the ability of a model to accurately replicate 
seasonal radiative forcing is a good test of its ability to predict anthropogenic radiative 
forcing. 
 
Model Selection 
Different coupled GCMs have different strengths and weaknesses, and some can be 
expected to perform better than others for northern regions of the globe.   
 
SNAP principle investigator Dr. John Walsh and colleagues evaluated the performance 
of a set of fifteen global climate models used in the Coupled Model Intercomparison 
Project.  Using the outputs for the A1B (intermediate) climate change scenario, they 
calculated the degree to which each model’s output concurred with actual climate data 
for the years 1958-2000 for each of three climatic variables (surface air temperature, air 
pressure at sea level, and precipitation) for three overlapping regions (Alaska only, 60-
90 degrees north latitude, and 20-90 degrees north latitude.) 
 
The core statistic of the validation was a root-mean-square error (RMSE) evaluation of 
the differences between mean model output for each grid point and calendar month, 
and data from the European Centre for Medium-Range Weather Forecasts (ECMWF) 
Re-Analysis, ERA-40.  The ERA-40 directly assimilates observed air temperature and 
sea level pressure observations into a product spanning 1958-2000. Precipitation is 



computed by the model used in the data assimilation. The ERA-40 is one of the most 
consistent and accurate gridded representations of these variables available.  
To facilitate GCM intercomparison and validation against the ERA-40 data, all monthly 
fields of GCM temperature, precipitation and sea level pressure were interpolated to the 
common 2.5° × 2.5° latitude–longitude ERA-40 grid.  For each model, Walsh and 
colleagues calculated RMSEs for each month, each climatic feature, and each region, 
then added the 108 resulting values (12 months x 3 features x 3 regions) to create a 
composite score for each model (Table 1).  A lower score indicated better model 
performance.   
 

 
 
Table 1 – Component and overall ranking of the 15 GCMs evaluated from the IPCC 4th 
assessment.  The top five models were chosen as performing best over Alaska. 
 
The specific models that performed best over the larger domains tended to be the ones 
that performed best over Alaska.  Although biases in the annual mean of each model 
typically accounted for about half of the models’ RMSEs, the systematic errors differed 
considerably among the models. There was a tendency for the models with the smaller 
errors to simulate a larger greenhouse warming over the Arctic, as well as larger 
increases of Arctic precipitation and decreases of Arctic sea level pressure when 
greenhouse gas concentrations are increased.  
 
Since several models had substantially smaller systematic errors than the other models, 
the differences in greenhouse projections implied that the choice of a subset of models 
might offer a viable approach to narrowing the uncertainty and obtaining more robust 
estimates of future climate change in regions such as Alaska.  Thus, SNAP selected the 
five best-performing models out of the fifteen: MPI_ECHAM5, GFDL_CM2_1, 
MIROC3_2_MEDRES, UKMO_HADCM3, and CCCMA_CGCM3_1.  These five models 
are used to generate climate projections independently, as well as in combination (i.e., 
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composite), in order to further reduce the error associated with dependence on a single 
model. 
 
Downscaling model outputs 
Because of the mathematical complexity of GCMs, they generally provide only large-
scale output, with grid cells typically 1°-5° latitude and longitude.  For example, the 
standard resolution of HadCM3 is 1.25 degrees in latitude and longitude, with 20 vertical 
levels, leading to approximately 1,500,000 variables. 
 
Finer scale projections of future conditions are not directly available.  However, local 
topography can have profound effects on climate at much finer scales, and almost all 
land management decisions are made at much finer scales.  Thus, some form of 
downscaling is necessary in order to make GCMs useful tools for regional climate 
change planning. 
 
Historical climate data estimates at 2 km resolution are available from PRISM 
(Parameter-elevation Regressions on Independent Slopes Model), which was originally 
developed to address the lack of climate observations in mountainous regions or rural 
areas. PRISM uses point measurements of climate data and a digital elevation model to 
generate estimates of annual, monthly and event-based climatic elements.  Climatic 
elements for each grid cell are estimated via multiple regression using data from many 
nearby climate stations. Stations are weighted based on distance, elevation, vertical 
layer, topographic facet, and coastal proximity.  
 
PRISM offers data at a fine scale that is useful to land managers and communities, but 
it does not offer climate projections.  Thus, SNAP needed to link PRISM to the GCM 
outputs.  This work was also performed by PI Walsh and colleagues.  They first 
calculated mean monthly precipitation and mean monthly surface air temperature for 
PRISM grid cells for 1961-1990, creating PRISM baseline values.  Next, they calculated 
GCM baseline values for each of the five selected models using mean monthly outputs 
for 1961-1990.  They then calculated differences between projected GCM values and 
baseline GCM values for each year out to 2099 and created “anomaly grids” 
representing these differences.  Finally, they added these anomaly grids to PRISM 
baseline values, thus creating fine-scale (2 km) grids for monthly mean temperature and 
precipitation for every year out to 2099.  This method effectively removed model biases 
while scaling down the GCM projections.   
 
 
Statewide Driving Climate Summary 
 
Climate data can soon be accessed through SNAP (www.snap.uaf.edu) in tabular form, 
as graphs, or as maps (GIS layers and KML files) depicting the whole state of Alaska or 
part of the state.  Currently, tables or graphs of mean monthly temperature and 
precipitation projections by decade are available for 353 communities in Alaska.  
Statewide GIS layers of mean monthly temperature and total precipitation for each year 
out to 2099 are also currently available and were used to develop the input data sets 
used in this project. 
 
The following time series graphs and maps provide examples of the types of summary 
information that can be generated for any defined region within the state. 
 

http://www.snap.uaf.edu/


 
Figure 4 – Time series of average March thru June temperature (Cº) integrated across 
the statewide simulation domain for the historical climate (CRU), the five downscaled 
GCMs, and the composite GCM. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5 – Map of average June temperature (Cº) for the composite GCM model.  
Historical (1971-2000) is CRU data at 0.5 x 0.5 degree resolution.  Downscaled data at 
2 x 2 km resolution averaged over two future time periods.
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Figure 6 – Map of average June temperature (Cº) for the composite GCM model.  
Historical (1971-2000) is CRU data at 0.5 x 0.5 degree resolution.  Downscaled data at 
2 x 2 km resolution averaged over two future time periods. 
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Model Simulation Results 
 
The results presented here represent preliminary results.  Although we are confident in 
the overall statewide simulations and their trends, there are several additional 
refinements that are currently underway.  These refinements will be discussed within 
the report.  Final simulation results that incorporate these refinements will be presented 
in a peer-reviewed journal article scheduled to be submitted summer 2008. 
 
Empirical Climate-Fire Relationship 
The ALFRESCO model was driven by spatially explicit datasets of observed and 
projected monthly temperature and precipitation (see Model Simulation Design section) 
– March through June monthly average temperature and June and July total 
precipitation.  Based on future projections we expect climatic effects alone to result in 
substantial increases (as much as 50%) in landscape flammability across all 5 climate 
scenarios (Fig. 7). 
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Figure 7 – Time series showing climatic influence on landscape flammability across all 
vegetation types. CRU observational data (black circles) and the composite future 
climate (yellow circles); ECHAM5 (red dashed line) represents the greatest warming 
scenario; CGCM3.1 (purple dashed line) represents the least warming scenario.  Black 
dashed line is 10-yr running average. 
 
One factor that may potentially confound the interpretation of these future results is the 
potential for the boreal forest ecosystem to dramatically change.  For example, one of 
the likely consequences of future climate change appears to be a significant increase in 
the amount of burning.  This elevated burning results in a shift from conifer dominance 
to deciduous dominance across interior Alaska.  Since the regression linking climate to 
fire was developed based on a forest structure that was dominated by coniferous 
vegetation, it is likely that the form of this relationship will change following a shift in the 
dominant forest vegetation type.  This shift will take several decades to develop and one 



way to mitigate this impact is to periodically revise the model linking climate and fire.  
We are currently working on characterizing changes in this linkage between climate and 
fire through time.  One of the limiting factors for this type of analysis is the limited 
amount of data that are available to explore these changes through time.  However, we 
are moving forward using the available data to characterize and implement potential 
changes in the linkage between climate and fire that essentially represent a feedback 
between the forest structure and the climate-fire linkage.  Overall, these impacts will be 
greatest for the latter half of the future simulation period (2050-2099).  Given that it will 
likely take at least several decades for these changes in the structure of the forest to 
take effect, we feel confident that this current set of ALFRESCO simulation output 
realistically depicts the average landscape response to each of the down-scaled IPCC 
climate scenarios. 
 
Historical Simulations 
The preliminary results presented in this report cover only simulated historic fires (1860-
2007) based on an empirically derived relationship between climate and fire (Duffy et al. 
2005; see Empirical Climate-Fire Relationship section).  The ALFRESCO model 
performed well simulating historical landscape dynamics that closely followed observed 
fire regime and vegetation cover characteristics.  This assessment is made based on a 
number of different calibration metrics that compare simulated data to various aspects 
of the fire regime (e.g. fire size distribution, frequency-area distribution, cumulative area 
burned).  Cumulative area burned is consistent with observed area burned from 1950-
2007 (Fig. 8).  In general, ALFRESCO underestimates cumulative area burned. 
Differences in simulated and observed cumulative area burned occur primarily because 
(1) we are unable to accurately simulate the 1950 fire season, and (2) ALFRESCO 
simulated fire perimeters contain inclusions of unburned areas whereas the observed 
fire perimeters disregard inclusions. 
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Figure 8 – Comparison of historical (black line) and simulated (blue line) cumulative 
area burned (km2) from 1950-2007.  Solid blue line represents mean (x=8) and the 
dashed blue lines represent individual replicate results. 
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The individual replicate simulations also captured well the interannual variability in total 
area burned (Fig. 9) and the spatial distribution of fires across the landscape (Fig. 10).  
ALFRESCO performed well simulating fire activity from 1860-1949 relative to the 
statistically backcast estimates.  These backcast estimates were generated by taking 
the statistical model linking climate and fire and applying it to historical data.  The 
validity of this backcast is dependent on the relative stability of the structure of the 
boreal forest from 1859-2007; however, there is currently no strong evidence 
suggesting that the vegetation dynamics of the boreal forest in Alaska have been 
radically altered from 1859-2007.  Although the model performed well overall, 
correlations ranged from 0.51-0.58, simulating observed historical fire activity (1950-
2007), ALFRESCO performed better over the second half of the observation period. 
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Figure 9 – Historical observed (orange boxes) and statistical backcast (green boxes) 
versus simulated (red circles) total annual area burned.  Simulation results from the best 
single replicate (replicate 6). 
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Simulated Observed 

 
Figure 10 – Map showing observed fire perimeters (left panel) and simulated fire 
perimeters (right panel).  Color scale indicates time since last fire (darker red equals 
more recent fires).  Simulated results from the best single replicate (replicate 6).  The 
four regions identified by black outlines identify major ecoregion delineations. 
 
We parameterized the model using major ecoregion delineations (Fig. 10) to account for 
the distinct differences in observed fire history between the North Slope, Seward 
Peninsula, interior Alaska, and southcentral Alaska; each ecoregion has a different set 
of fire-climate-vegetation parameters developed during the calibration phase of the 
simulations.   
 
Currently, we hold the most confidence in the simulation results for the interior Alaska 
region.  We are in the process of further development and refinement of the tundra 
vegetation state, which will increase our confidence in the North Slope and Seward 
Peninsula regions.  Further development and implementation of the grassland frame in 
southcentral Alaska will also improve our confidence in the simulation results.  
Interpretation of the simulation results should consider two major sources of uncertainty: 
(1) the GCM projections and validity of ALFRESCO model assumptions regarding 
successional trajectories become less certain the farther into the future we consider, 
and (2) due to the stochastic nature of ALFRESCO it is not possible to simulate the 
exact geographic location of future fire occurrence or vegetation type. 
 
The ALFRESCO model also performed well simulating general vegetation composition 
across the landscape.  Model simulations suggest a long-term dominance of conifer 
forest relative to deciduous vegetation (Fig. 11).  However, since approximately 1990 
the difference in proportion of conifer to deciduous has decreased substantially as a 
direct result of increased fire activity and conversion of conifer forest to early 
successional deciduous vegetation.  Remotely sensed data provides two snapshots in 
time, 1990 and 2001, from which we can directly compare proportion of conifer to 
deciduous.  At both time slices ALFRESCO was consistent (1990 observed ratio = 2.3 
versus 1990 average (x=8) simulated ratio = 1.6; 2001 observed ratio = 1.5 versus 2001 
average (x=8) simulated ratio = 1.5) with the classified remote sensing data (Fig. 11 and 
Fig. 12).   
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Figure 11 – Time series showing the total simulated amount of conifer (green line) 
versus deciduous (brown line) vegetation 1860-2007 across interior Alaska.  AVHRR 
classification (http://agdcftp1.wr.usgs.gov/pub/projects/fhm/vegcls.tar.gz) at 1990 and 
the National Land Cover Database (http://www.mrlc.gov) at 2001. 
 

 
 
Figure 12 – Vegetation map from a single replicate showing the simulated distribution of 
vegetation types across the landscape. 
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Future Projections 
 
The success of ALFRESCO in simulating historical observations when driven with 
historical climate provides a degree of confidence that allows us to simulate into the 
future, driving the simulations with projected climate scenarios, and to use that 
information to make inferences about future landscape structure and function. 
 
ALFRESCO simulations suggest in general an increase in cumulative area burned 
through 2099 (Fig. 13).  Changes in the slope of cumulative area burned suggest that 
the next 20-30 years will likely produce rapid change in fire activity and subsequent 
landscape dynamics.  However, individual climate scenarios produced substantial 
differences in simulated fire activity.  ECHAM5 and MIROC3.5 GCM scenarios 
produced the largest simulated changes in fire activity, whereas GFDL2.1 and HADCM3 
produced more moderate simulated fire activity.  CGCM3.1 produced the least 
simulated future fire activity.  Individual replicate simulations also identify continued 
interannual variability in total area burned, but with less frequent periods of low fire 
activity (Figs. 14-16). 
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Figure 13 – Time series graph showing simulated cumulative area burned (km2) through 
2099 for historical observations (black line), simulated historical (dark green line), and 
the five GCM scenarios plus the composite scenario (also dark green line). 
 

 16



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

1950 2000 2050 2100

0
50

00
10

00
0

20
00

0
30

00
0

Year.2

A
re

a 
B

ur
n 

(k
m

^2
)

Simulated AB/Year
Historical AB/Year

 
Figure 14 – Time series graph showing simulated fire activity for a single replicate 
simulation of the ECHAM5 climate scenario.  The ECHAM5 climate scenario produced 
the largest increase in fire activity. 
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Figure 15 – Time series graph showing simulated fire activity for a single replicate 
simulation of the CGCM3.1 climate scenario.  The CGCM3.1 climate scenario produced 
the smallest increase in fire activity. 
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Figure 16 – Map showing time since last fire (TSLF) for the period 2008-2099 for (a) the 
ECHAM5 climate scenario, and (b) the CGCM3.1 scenario. 

a) ECHAM5 b) CGCM3.1 

 
The simulated response of vegetation to increased burning suggests the potential for a 
substantial shift in the future proportion of conifer and deciduous forest on the 
landscape (Fig. 17).  Although there is variability in the simulated response of 
vegetation across climate scenarios all scenarios simulate a shift in dominance.  The 
magnitude of the shift differs from the most warming scenario (ECHAM5; Fig. 18 and 
19) to the least warming scenario (CGCM3.1; Fig. 20 and Fig. 21). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 17 – Time series for the composite climate scenario showing the total simulated 
amount of conifer (green line) versus deciduous (brown line) vegetation 1860-2099 
across interior Alaska. 
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Figure 18 – Time series for the ECHAM5 climate scenario showing the total simulated 
amount of conifer (green line) versus deciduous (brown line) vegetation 1860-2099 
across interior Alaska. 
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Figure 19 – Vegetation map from a single replicate of the ECHAM5 climate scenario 
showing the simulated distribution of vegetation types across the landscape. 
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Figure 20 – Time series for the CGCM3.1 climate scenario showing the total simulated 
amount of conifer (green line) versus deciduous (brown line) vegetation 1860-2099 
across interior Alaska. 
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Figure 21 – Vegetation map from a single replicate of the CGCM3.1 climate scenario 
showing the simulated distribution of vegetation types across the landscape. 
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Summary of Preliminary Simulation Results and Management Implications 
 
Preliminary results from the statewide simulations identify consistent trends in projected 
future fire activity and vegetation response.  The simulation results strongly suggest that 
boreal forest vegetation will change dramatically from the spruce dominated landscapes 
of the last century.  While Figures 17 through 21 identify a range of potential responses 
between the different climate scenarios, all model results show a shift in landscape 
dominance from conifer to deciduous vegetation within the next 50 years.     
 
The ALFRESCO model simulations suggest a general increase in fire activity through 
the end of this century (2099) in response to projected warming temperatures and less 
available moisture.  Changes in the projected cumulative area burned suggest the next 
20-30 years will experience the most rapid change in fire activity and the associated 
changes in vegetation dynamics.  Future fire activity suggests more frequent large fire 
seasons and a decrease in magnitude and periodicity of small fire seasons.  Large 
differences do exist among climate scenarios providing multiple possible futures that 
must be considered within the context of land and natural resource management.   
 
Increased deciduous dominance on the landscape will contribute to a probable change 
in the patch dynamics between vegetation types and age.  The large regions of mature 
unburned spruce will likely be replaced by a more patchy distribution of deciduous 
forests and younger stages of spruce.  The simulation results suggest that this change 
will occur over the next few decades, in response to simulated increases in fire activity, 
and will then reach an equilibrium stage where the patch dynamics may self-perpetuate 
for many decades if not centuries.  In spite of the shift towards less flammable age 
classes and towards deciduous species, the simulation results indicate that there will be 
more frequent fires burning; resulting in an overall increase in acres burned annually.  
These two results appear to drive the simulated change in landscape dynamics where 
increased landscape flammability, driven by climate change, modifies landscape-level 
vegetation (i.e., fuels) distribution and pattern, which in turn feeds back to future fire 
activity by reducing vegetation patch size (i.e., fuel continuity). 
 
Decisions made by fire and land managers during this current period of rapid change, 
will influence the structure and pattern of vegetation across the boreal forest in Alaska.  
Fire managers should consider how land management objectives may be affected by 
the predicted changes to natural fire on the landscape.  The Boreal ALFRESCO model 
can be used to simulate how changes in fire management may change the potential 
future landscape, it can also be used to assess how particular vegetation age classes 
(i.e., deciduous forest 10-30 years old) that may represent habitat conditions for 
important wildlife resources may be affected by the fire, vegetation and climate 
interactions predicted into the future. 
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Long-term Monitoring of 1977 Tundra Fires  
in the Northwest Alaska Parks 
By Charles Racine, Jennifer Barnes, Randi Jandt, and 
John Dennis

The frequency and size of lightning-caused tun-
dra fires could increase with climate warming and may  
result in major ecosystem changes in vegetation, soils, and 
wildlife habitat over large areas of the arctic. Two of the 
longest monitored sites (28-32 years) in Arctic Alaska for  
vegetation change and post-fire tundra succession are  
located in Bering Land Bridge (BELA) and Noatak 
(NOAT) National Preserves in northwestern Alaska. 
These permanent vegetation plots were established  
following widespread tundra and forest fires in 1977, when  
one million acres burned during an extremely dry year in 
northwestern Alaska (Racine et al. 1987, 2004). Recently the 
NPS Arctic Network Inventory and Monitoring Program 
has supported re-measurements of these sites. 

The BELA site on the Seward Peninsula is located 
where a large 1977 tundra fire burned a west facing slope 
along Imuruk Lake (Nimrod Hill). Pre-fire vegetation and 
soils along this slope ranged from moist tussock-shrub 
tundra on the lower slopes to dwarf shrub tundra on the 
steeper upper-slope (12%) and wet sedge meadow on the 
ridge top. We sampled vegetation before the fire in 1973 and 
at eight sites following the fire at irregular time intervals 
from one year to 32 years. Over the monitoring period we 
have seen dramatic changes in vegetation on Nimrod Hill 

(Figure 1), particularly on the severely burned upper-slope.  
Immediately after the fire, the upper-slope sites were 
dominated by pioneering mosses and liverworts (Figure 
2), followed by sedges and grasses within a decade (Figure 
3). Twenty to 30 years after the fire, both deciduous and 
evergreen shrubs expanded dramatically at all sites on the 
hill; particularly on the upper slope where fast growing 
willows (Salix pulchra) now up to 5 ft (1.5 m) tall, currently 
cover 30-40% of the slope (Figure 4). The thaw depths and 
active layer thickness have recovered to pre-fire levels at 
the lower-slope tussock tundra sites; however, there is  
evidence for major permafrost thawing and surface  
subsidence on the well-drained slope in the area colonized 
by willows. We have seen slow recovery of Sphagnum 
moss and lichens 32 years after fire. The loss of Sphagnum 
moss could change the hydrologic and water retention  
capacity of tussock tundra and the loss of lichens could 
reduce winter forage for caribou and reindeer. This long-
term record of change provides valuable documentation 
of fire effects on vegetation, permafrost, and wildlife  
habitat during an era of rapid climate warming in the  
Alaska Arctic. 
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Figure 1. 1973 pre-fire view downslope to Imuruk Lake from 
the upper face of Nimrod Hill dominated by dry dwarf shrub 
tundra mat. 

Figure 2. 1978 one year post-fire on the severely burned 
upper slope. Cover was dominated by early successional 
mosses and liverworts with bare frost boils and exposed 
rock. 

Figure 3. 1983 six years post-fire, this site was dominated by 
sedges (Carex) and grasses (Calamagrostis) that overgrew 
the mosses and liverworts. Gary Ahlstand, former AKRO 
NPS Research Ecologist, shown in photo. 

Figure 4. 2009 thirty-two years post fire, what once was 
dwarf shrub tundra at this site is now tall willow. Randi 
Jandt, BLM Fire Ecologist, shown in photo. 
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The Bering Land Bridge (BLB) connected the two principal arctic biological refugia, Western and Eastern
Beringia, during intervals of lowered sea level in the Pleistocene. Fossil evidence from lowland BLB
organic deposits dating to the Last Glaciation indicates that this broad region was dominated by shrub
tundra vegetation, and had a mesic climate. The dominant ecosystem in Western Beringia and the
interior regions of Eastern Beringia was steppe–tundra, with herbaceous plant communities and arid
climate. Although Western and Eastern Beringia shared many species in common during the Late
Pleistocene, there were a number of species that were restricted to only one side of the BLB. Among the
vertebrate fauna, the woolly rhinoceros was found only to the west of the BLB, North American camels,
bonnet-horned musk-oxen and some horse species were found only to the east of the land bridge. These
were all steppe–tundra inhabitants, adapted to grazing. The same phenomenon can be seen in the insect
faunas of the Western and Eastern Beringia. The steppe–tundra beetle fauna of Western Beringia was
dominated by weevils of the genus Stephanocleonus, a group that was virtually absent from Eastern
Beringia. The dry-adapted weevils, Lepidophorus lineaticollis and Vitavitus thulius were important
members of steppe–tundra communities in Eastern Beringia, but were either absent or rare in Western
Beringia. The leaf beetles Chrysolina arctica, C. brunnicornis bermani, and Galeruca interrupta circumdata
were typical members of the Pleistocene steppe–tundra communities of Western Beringia, but absent
from Eastern Beringia. On the other hand, some steppe tundra-adapted leaf beetles managed to occupy
both sides of the BLB, such as Phaedon armoraciae. Much of the BLB remains unstudied, but on
biogeographic grounds, it appears that there was some kind of biological filter that blocked the move-
ments of some steppe–tundra plants and animals across the BLB.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction

The concept of a land connection between northeast Asia and
the Americas began more than 400 years ago (Hoffecker and Elias,
2007). The existence of a northern land connection between Asia
and America was first proposed in AD 1590 by the Spanish
missionary Fray Jose de Acosta. He suggested that a land bridge had
allowed people to enter the New World (Wilmsen, 1965). Some
naturalists, including Charles Darwin (1859, pp. 365–382), believed
that the entire circumpolar region had been ice-covered during
Pleistocene glaciations, but G.M. Dawson (1894) suggested that
much of Alaska had been unglaciated and joined to Northeast Asia
by a ‘‘wide terrestrial plain’’. Dawson noted the shallow depths of
the Bering and Chukchi seas, and was impressed by the discovery of
mammoth remains on the Aleutian and Pribilof Islands (Dall and
: þ44 1784 472836.

All rights reserved.
Harris, 1892). The fact that the flora and fauna of the Eurasian and
American Arctic zone were nearly identical prompted biogeogra-
phers such as Wallace (1876) to argue for a land bridge linking the
two regions. The biogeographic evidence eventually formed the
primary basis for the concept of Beringia.

The term ‘Beringia’ was first proposed by the Swedish botanist
Eric Hultén in 1937. Since his pioneering work, scientists have
continued to speculate on the role of the Bering Land Bridge as
a biotic migration route between North America and Asia. In his
monumental work describing the Alaskan flora, Hultén (1968, p. xiv)
observed that ‘‘the present ranges of Alaskan plants seemed to
demonstrate that Beringia had been a pathway for the interchange
of biota and that its Asian and American remnants lie at the center of
many present distributional patterns’’. In these early writings,
Hultén used the term ‘Beringia’ only to mean the Bering Land Bridge
(BLB). Beringia has since taken on far broader geographic meaning,
as Quaternary scientists discovered that the vast lowland regions of
northeast Asia and northwest North America remained ice-free
during Pleistocene glaciations. The eastern and western sectors

mailto:s.elias@rhul.ac.uk
www.sciencedirect.com/science/journal/02773791
http://www.elsevier.com/locate/quascirev
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were linked together by the BLB each time sea level dropped by
more than about 70 m below the modern level.

Alaskan geologist David Hopkins (1967) broadened the
geographic definition of Beringia to include unglaciated regions of
Alaska and Northeast Asia, as far west as the Kolyma River. Hopkins
et al. (1981) later expanded the eastern boundary to the lower
Mackenzie River in the Northwest Territories of Canada, thus
aligning the eastern edge of Beringia with the western margin of
the Laurentide ice sheet. Russian palaeobotanist Boris Yurtsev
(1984) also proposed extending the western boundary of Beringia
to the Lena Basin, based on the distribution of relict flora. Archae-
ologists working in Beringia also argued for the extension of this
boundary to the Verkhoyansk Mountains, along the eastern margin
of the lower Lena Basin (Hoffecker et al., 1993) (Fig. 1).

Thus we see that from the beginning, Beringia has been of vital
interest to biogeographers, palaeoecologists, glacial geologists, and
archaeologists. The idea that the BLB may have served as the primary
pathway for people to enter the New World has always added interest
and vitality to Beringian research. As far as we can tell, humans did
not enter the New World deliberately. They merely crossed the broad,
low plains of the land bridge in search of game animals, eventually
climbing up a bank to enter what we know as Alaska. If this otherwise
unremarkable lowland region between the continents really was the
conduit for the entry of humans and other arctic biota into the New
World, then we want to know what it was like.
2. Palaeoenvironments of the Bering Land Bridge

In this review, we focus mainly on the environments of the Last
Glacial Maximum (LGM). LGM ice in Western Beringian highlands
reached its maximum extent between 27,000 and 20,000 cal yr BP
(Brigham-Grette et al., 2003). The vegetation cover of the land bridge
was undoubtedly some mixtures of various kinds of tundra. Brief
definitions of Alaskan tundra types are provided in Table 1. The
timing of the LGM in Eastern Beringia (the unglaciated regions of
Fig. 1. Relief map of northeast Asia and northwest North America, showing proposed bounda
the maximum extent of the Bering Land Bridge during the Last Glaciation (after Hoffecker
Alaska and the Yukon Territory) is not as well defined, but climatic
cooling towards the LGM began by 32,000 cal yr BP (Elias and
Brigham-Grette, 2007). Late Wisconsin ice began to advance in the
mountains of southwestern Yukon by 31,000 cal yr BP (Tom Ham-
ilton, personal communication, October, 2008), and mountain
glaciers expanded in the Alaska Range by about 29,000 cal yr BP.
Deglaciation was likewise time-transgressive. Hughes (1983) sug-
gested that the western limit of the Cordilleran ice sheet began
retreating in the Yukon Territory by about 19,000 yr BP. Mann and
Hamilton (1995) suggested that the retreat of ice in southern Alaska
began about 16,000 cal yr BP. The LGM is generally thought to have
been the coldest, possibly driest interval of the last 100,000 years in
many parts of Beringia. During this interval the regions of the
Chukchi and Bering Seas above about 120 m below modern sea level
were exposed, forming a BLB of considerable size. This land bridge
effectively blocked moisture from entering much of interior Alaska
and the Yukon. Given this moisture barrier, the LGM should have
been the last interval of time in which steppe–tundra vegetation was
able to flourish at the expense of mesic tundra in Eastern Beringia.

Various lines of evidence have been used to reconstruct the
environments of the BLB. Palaeoecological reconstructions have
largely been based on fossil pollen studies, but a considerable body
of evidence has been developed from plant macrofossil and insect
fossil analyses. Another approach to the reconstruction of BLB
environments, indeed the approach taken by Hultén when he
coined the term Beringia, was to examine the modern distributional
patterns of species across the regions that were formerly part of
Beringia. This biogeographic approach can also shed light on the
role of the BLB in either facilitating or limiting the spread of flora
and fauna from one side of the land bridge to the other.
2.1. Fossil evidence

Starting in the 1960s, palaeobotanists began attempting to
reconstruct the vegetation cover of the BLB, based on pollen spectra
ries of Beringia (from the Lena River in the west to the Mackenzie River in the east) and
and Elias, 2007).



Table 1
Alaskan tundra vegetation communities (after Hoffecker and Elias, 2007)

Tundra type Brief definition

Alpine tundra Tundra vegetation growing above the elevational limit of trees
on mountains. In the Alaska Range, for instance, dwarf scrub
communities grow on well-drained, windswept sites. More
protected slopes provide moist to mesic sites that support low or
tall scrub communities.

Dry herbaceous
tundra

Tundra vegetation dominated by herbs (grasses, sedges, and
other non-woody tundra plants), growing in relatively dry soils,
such as uplands with sandy substrates.

Lichen tundra Tundra vegetation dominated by lichens, including Cladina and
Stereocaulon, with dwarf shrubs and mosses.

Mesic tundra Tundra vegetation growing in mesic (medium moisture)
conditions.

Shrub tundra Tundra dominated by dwarf shrubs, such as dwarf birch, dwarf
willow, narrow-leaf Labrador-tea, mountain-cranberry, and
crowberry. This type of vegetation requires mesic (medium
moisture) to moist conditions.

Steppe–tundra A mixture of plant species found today in steppe regions (mid- to
high-latitude grasslands) and in Arctic tundra regions. This once-
widespread vegetation type is now restricted to relict patches on
south-facing slopes of mountains in both Eastern and Western
Beringia. The vegetation included a wide variety of herbs and
dwarf shrubs. The herbs included tufted grasses, sedges, and
tufted sedges. The tufted grasses included several species of
fescue (Festuca), grasses, including Poa botryoides, P. stepposa,
P. arctostepporum, P. glauca, Calamagrostis purpurascens, and
Helictotrichon krylovii, Koeleria cristata and K. asiatica, and
wheatgrasses (Elytrigia). The sedges included true steppe
species, such as Carex duriuscula, meadow-steppe species such as
C. obtusata and C. rupestris, and tufted sedges, such as Carex
pediformis, C. filifolia, C. rossii, and C. aenea (Yurtsev, 2001).

Tussock tundra Tundra vegetation growing in the form of tussocks, compact
mounds of grasses or sedges, held together by root masses,
growing in mesic to moist environments.

Wet herbaceous
tundra

Tundra dominated by moisture-tolerant sedges and grasses,
often with standing pools of shallow water. On the Alaskan North
Slope, wet herbaceous tundra is dominated by sedge
communities with Carex aquatilis and Eriophorum angustifolium.
Grass communities are generally dominated by Dupontia fischeri
and Alopecurus alpinus, but Arctophila fulva dominates where
surface water is 15–200 cm deep (Gallant et al., 1995).
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from sediment cores and exposures in western Alaska. The first of
these efforts was by Paul Colinvaux (1964), who cored sediments
from Imuruk Lake on Seward Peninsula (Fig. 2, No. 1). He concluded
that the BLB must have been covered in ‘cold Arctic tundra’ during
glacial intervals. The Imuruk lake site is more than 300 m above sea
level, and Colinvaux conceded that even though his full glacial-age
pollen spectra were dominated by grasses, the BLB itself might have
had a slightly less severe climate, and therefore might have sup-
ported tussock tundra vegetation.

In 1967 Colinvaux cored a lake on St Lawrence Island, a former
highland region in the middle of the BLB. He reckoned that the
study site, Flora Lake (Fig. 2, No. 2), would have been about 100 m
above the surrounding plains of the BLB during the Last Glaciation.
He interpreted the pollen spectra from last-glacial sediments as
representing cold arctic tundra, dominated by grasses and sedges.
He went on to say that ‘‘there was probably much bare ground, and
dwarf birches (Betula nana) were scarce’’.

In 1974 Matthews published an extensive study of pollen, plant
macrofossils and insect fossils from a suite of organic deposits
exposed at Cape Deceit on the northeast coast of the Seward
Peninsula (Fig. 2, No. 7). One sample, S-1, dates to the LGM interval
(ca 21,500 cal yr BP). This sample is an intriguing mixture of mesic
tundra beetles and steppe–tundra plant remains. The beetle
assemblage contains five species in the Cryobius group of Pter-
ostichus. All of these species are associated with mesic tundra today.
The other abundantly preserved species in this assemblage include
two highly cold-tolerant species: the ground beetle Amara alpina
(MNI ¼ 37) and the rove beetle Micralymma brevilingue (MNI ¼ 89).
Amara alpina is the most northerly distributed ground beetle today,
ranging north to the Canadian Arctic archipelago and Greenland.
Lindroth (1968) describes it as an insect of ‘‘open, rather dry
country, notably on the true tundra’’. While this generalization is
accurate, Elias has certainly collected numerous specimens of
A. alpina in mesic tundra habitats, both in Arctic Alaska and in the
alpine tundra of the Rocky Mountains. Micralymma brevilingue is
a rove beetle most often associated with coastal habitats. It is often
found today under stones on beaches, close to the high water mark.
However, it has also been found well away from the shore, for
instance under moss-covered rocks, in snow beds, and shaded
gorges in Greenland. Böcher (1988) described its habitat as ‘‘both
the upper tidal zone and in damp situations in different plant
communities further inland’’. It has been found as a fossil in
numerous sites well away from ancient shorelines in Eastern
Beringia. However, it can survive in extreme environments, such as
the polar desert regions of Severnaya Zemlya in arctic Siberia. Here
it has been collected throughout the archipelago of islands.
Makarova et al. (2007) concluded that this tiny rove beetle ‘‘should
be considered as the most cold-tolerant beetle species of the
Northern Hemisphere’’. Another highly cold-adapted beetle was
identified from this assemblage, the leaf beetle Chrysolina sub-
sulcata. This is an Arctic species that ranges north to the polar
desert regions of Siberia today. It was a common member of
Siberian steppe–tundra faunas in the Pleistocene (Kuzmina et al.,
2008).

Interestingly, no specimens of the typical steppe–tundra pill
beetles Byrrhus or Morychus were found in sample S-1 from Cape
Deceit. Only four specimens of the characteristic steppe–tundra
weevil Lepidophorus lineaticollis were recovered. Although the
steppe–tundra ‘signal’ is relatively weak in the Cape Deceit LGM
beetle fauna, the palaeobotanical record from this sample gives
clear indications of herbaceous vegetation. Matthews (1974) noted
the abundance of macrofossils of Potentilla and Cruciferae. Based on
various lines of evidence, Matthews considered that the LGM soils
at Cape Deceit were not acidic, as are found in most tundra regions
today. Rather, they had the higher pH levels associated with
modern grassland and steppe soils. He reconstructed the LGM
vegetation cover at the site as ‘‘grassy tundra with shrub birches’’.

In 1981 Colinvaux published the results of another study
attempting to reconstruct the vegetation cover of the BLB during
the Last Glaciation. This time he took a sediment core from a lake on
St Paul Island, near the southern edge of the BLB region (Fig. 2, No.
11). His interpretation of the pollen spectra from the last glacial
interval was that the southern sector of the BLB was covered by
herb tundra without trees or shrubs. Dwarf birch was ‘‘at best a rare
plant and may have been completely absent’’. Likewise Colinvaux
considered that tussock vegetation was lacking from this region.
Colinvaux does not provide the elevation of the lake from which the
sediment core was taken, but he mentions that the modern island
would have been a hill that was 150–300 m above the BLB plain
during intervals of lowered sea level.

Anderson (1985) described herb tundra from LGM lake sedi-
ments in northwest Alaska. The Squirrel Lake site is in the Kallar-
ichuk Hills region, northeast of the Baldwin Peninsula (Fig. 2, No. 9).
Kaiyak Lake is in the Kugoruk River valley of the Baird Mountains
(Fig. 2, No. 6). While neither of these sites is near enough to the BLB
to shed much light on land bridge environments, they do provide
evidence concerning LGM environments in western Alaska. Both
sites yielded pollen spectra from the LGM interval (Table 1); these
pollen assemblages are dominated by grasses and sedges. Poaceae
pollen percentage values range from about 20–50% through the
LGM at Kaiayak Lake; Cyperaceae pollen percentages range from
about 10–35%; there is also about 20% sage, and 10% birch and
willow pollen in most LGM spectra. Anderson (1985) interpreted



Fig. 2. Map showing fossil sites discussed in text, and the approximate margin of the Bering Land Bridge during the Last Glacial Maximum. 1, Imuruk Lake; 2, Flora Lake, St Lawrence
Island; 3, Flounder Flat; 4, Chukotka site ChM-B21; 5, Zagoskin Lake, St Michael Island; 6, Kaiyak Lake; 7, Cape Deceit; 8, Bering Sea shelf core 78-15; 9, Squirrel Lake; 10, Cape
Espenberg; 11, Cagaloq Lake, St Paul Island; 12, Bering Sea shelf core 76-101; 13, Colorado Creek; 14, Tungak Lake.
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the LGM vegetation cover of this valley as meadow-like tundra with
dwarf birch forming a local shrub component in the vegetation.

Elias led a research team that analysed pollen, plant macrofos-
sils, and insect fossils from a series of sediment cores taken from
the Bering and Chukchi shelves by the U.S. Geologic Survey in the
1970s. The cores contained sediments associated with the lowland
surfaces of the BLB, and our team focussed on sampling organic-
rich sediments, in order to maximize the recovery of plant
macrofossils and insects. We obtained organic sediments from 20
cores, but only a few sampling horizons yielded 14C ages associated
with the LGM. These included samples from the Bering shelf region
off the coast of the Seward Peninsula, near Port Clarence (Fig. 2,
Nos. 8 and 12). The team’s LGM-age samples were dated
20,725 � 165 yr BP and 16,540 � 200 yr BP. It could be argued that
the latter of these post-dated the full glacial interval, but most
studies in Alaska have shown that regional climates did not begin to
warm significantly until about 13,000 yr BP (Elias, 2001). Ager
(2003) drew the boundary between LGM and Lateglacial pollen
zones at about 14,500 14C yr BP for the BLB region.

This study of Bering shelf sediments yielded different results
than what Colinvaux and others predicted would be found on the
lowland surfaces of the land bridge. Instead of evidence for dry,
herb-dominated tundra, we found evidence for mesic shrub tundra,
such as is found today in Arctic Alaska. All three lines of evidence
(pollen, plant macrofossils and insects) indicate shrub tundra. It
might be possible to explain away the plant macrofossil and insect
evidence for mesic habitats, as our samples undoubtedly represent
local wetland localities, where organic detritus accumulated.
However, the pollen spectra from our samples also indicate mesic
tundra, and the pollen rain certainly represents regional vegetation,
not just local environments. These pollen samples contain about
20% birch pollen, 10% Ericales, 15% willow, and 40% grasses (Poa-
ceae) (Elias et al., 1997). There is only about 1% Artemisia pollen in
these samples. This is the signature of mesic shrub tundra, not of
steppe–tundra.

In 2001, Goetcheus and Birks published the results of their study
of plant macrofossils from the LGM at a site on Cape Espenberg, on
the north coast of the Seward Peninsula (Fig. 2, No. 10). This region
was buried by tephra from a volcanic eruption that has been
radiocarbon dated at 18,000 yr BP (Table 1). The site is a geological
Pompeii, with plant and invertebrate life extinguished by the
tephra, then frozen and preserved in situ by the permafrost until its
discovery by David Hopkins in 1968 (discussed in Hopkins, 1988).
Goetcheus and Birks were able to recover patches of vegetation
from the former land surface, thereby documenting the regional
vegetation cover in a way that is essentially unique to this region.



S.A. Elias, B. Crocker / Quaternary Science Reviews 27 (2008) 2473–2483 2477
They found that the vegetation cover was dominated by Kobresia
myosuroides, a dry-adapted sedge that grows today on dry moun-
tain slopes and lichen tundra in Alaska (Hultén, 1968). There were
a few remains of dwarf willow, but no other dwarf shrub remains
were found. The mosses and herbs that made up most of the flora
are all dry-adapted species that do best on calcareous soils. There
was a second set of plant species identified from their samples:
plants with high moisture requirements that most likely represent
snow-bank communities or wet hollows. These included arctic
willow (Salix arctica), mock wallflower (Eutrema edwardsii), and
alpine mountain sorrel (Oxyria digyna). Under glacial-stage
climates, the regular deposition of calcareous loess is interpreted by
the authors to have been an important source of calcium in regional
soils. The calcium-enriched soils played an important role in
determining the composition of plant species in the regional
vegetation (Goetcheus and Birks, 2001).

Kuzmina et al. (2008) have described fossil insect assemblages
collected from the 18k buried surface at Cape Espenberg. The insect
fossil assemblages from these samples are dominated by beetle
species associated with steppe–tundra environments, such as the
weevils Lepidophorus lineaticollis and Coniocleonus, and the pill
beetle Morychus. The palaeoenvironmental reconstruction from
these fossil assemblages is in close agreement with the plant
macrofossil interpretation: steppe–tundra vegetation growing in
cold, dry environments.

While the reconstruction of cold, dry environments at Cape
Espenberg matches the evidence from the LGM sample at Cape
Deceit (Matthews, 1974), the two beetle faunas are very different.
The Cape Deceit (S-1) fauna is dominated by mesic tundra species
and contains very few steppe–tundra indicators. The Cape
Table 2
Summary of radiocarbon ages and palaeoenvironmental reconstructions for fossil sites d

Site 14C age (yr BP) Fossil evidence

1 Imuruk Lake,
central Seward
Peninsula

LGMdundated Pollen dominated by grasses and sedges, with sa
and birch

2 Flora Lake, St
Lawrence Island

LGMdundated Pollen dominated by grasses and sedges

3 Flounder Flat,
Bristol Bay

LGMdundated Mesic tundra beetles, no steppe–tundra species
present

4 Chukotka ChM-
B21

LGMdundated Arctic tundra beetles, aquatic and riparian beetle
no steppe–tundra species

5 St Michael Island 25,690 � 420
to
14,970 � 170

Pollen dominated by grasses and sage; mesic pla
pollen only a minor component

6 Kaiyak Lake, Baird
Mountains

21,690 � 330
to
14,300 � 140

Pollen dominated by grasses and sedges with sa
birch and willow

7 Cape Deceit
Sample S-1

ca 21,500 Mesic tundra beetles; steppe–tundra beetles a m
component; plant macrofossils indicate calcareo
soils

8 Bering Sea shelf
off Port Clarence

20,725 � 165 Mesic tundra beetles; pollen dominated by grass
birch, sedge, Sphagnum spores

9 Squirrel Lake,
north of Kotzebue

20,300 � 380
to
17,360 � 200

Pollen dominated by grasses and sedges with sa
birch and willow

10 Cape Espenberg 18,070� 60 Plant macrofossils dominated by Kobresia, other
sedges, and occasional dwarf willow; steppe–tun
beetle fauna

11 Cagaloq Lake, St
Paul Island

17,800 � 700 Pollen dominated by grasses, sedges, and sage

12 Bering Sea shelf
off Port Clarence

16,540 � 200 Pollen dominated by grasses, birch, sedge, Sphag
spores

13 Colorado Creek 16,150 � 230 Mixture of mesic tundra and steppe–tundra bee

14 Tungak Lake >14,230 � 350 Pollen dominated by Cyperaceae and Poaceae,
willow and sage, smaller amounts of Ericacaeae
and birch pollen
Espenberg faunas are just the opposite: dominated by steppe–
tundra species with a much small mesic tundra component. Yet
both sites are at essentially the same latitude on the modern north
coast of the Seward Peninsula. While the Cape Espenberg flora is
dominated by Kobresia, Matthews (1974) did not find any Kobresia
plant remains in his LGM sample.

Ager (2003) set out to test the reconstructions of BLB vegetation
of Elias et al. (1996, 1997) by analysing the pollen from a sediment
core taken from St Michael Island, in the southern Norton Sound
region of the Bering Sea (Fig. 2, No. 5). The core was taken from
Zagoskin Lake, situated 7 m above modern sea level. St Michael
Island, like St Paul Island and St Lawrence Island in the Bering Sea,
would have constituted a highland region, perched above the plains
of the BLB. The core yielded fossil pollen spanning the LGM interval,
with radiocarbon dates from about 26,000–15,000 yr BP (Table 2).
The LGM pollen assemblages were dominated by grasses and sage
(Artemisia). Ager (2003) interpreted the LGM vegetation as ‘‘grassy
herbaceous tundra’’. He went on to conclude that this kind of
vegetation probably dominated the BLB, and that mesic shrub
tundra was ‘‘largely restricted to stream banks, ponds, lakeshores,
and sites that trapped windblown snow’’. He rejected the argu-
ments made by Dale Guthrie (2001) that the BLB contained a broad
belt of mesic tundra vegetation that served as an ecological filter,
preventing some megafaunal species from crossing the land bridge.

Additional evidence for herbaceous tundra comes from LGM
pollen assemblages from Tungak Lake, near the Yukon River delta
in southwestern Alaska (Fig. 2, No. 14). Ager (1982) described an
herb zone in the basal section of a lake core. The upper boundary of
this zone was radiocarbon dated at 14,230 � 350 yr BP. The pollen
spectra in this zone are dominated by Gramineae (15–30%) and
iscussed in text

Vegetation reconstruction Reference

ge Herb tundra vegetation with minor birch shrub
component

Colinvaux, 1964

Cold arctic tundra dominated by grasses and sedges Colinvaux, 1967

Cold mesic tundra environments Elias, 1992b

s, Cold, mesic tundra Kuzmina et al.,
2008

nt Herb tundra Ager, 2003

ge, Meadow-like tundra Anderson, 1985

inor
us

Grassy tundra with shrub birches Matthews, 1974

es, Birch-graminoid tundra with small ponds choked with
aquatic plants; no evidence of steppe–tundra vegetation
or insects

Elias et al., 1996,
1997

ge, Meadow-like tundra Anderson, 1985

dra
Herb-rich tundra grassland with a continuous moss layer Goetcheus and

Birks, 2001

Herb tundra Colinvaux, 1981

num Birch-graminoid tundra with small ponds choked with
aquatic plants; no evidence of steppe–tundra

Elias et al., 1996a,b

tles Mosaic of steppe–tundra and mesic tundra habitats Elias, 1992a;
Thorson and
Guthrie, 1992

Herb tundra with some mesic to wet habitats locally Ager, 1982
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Cyperaceae (10–40%), Salix (2–10%) and Artemisia (5–20%). While
Ager interpreted the dominant vegetation cover of the site as
‘‘herb-dominated tundra’’, he noted that the presence of Ericaceae
and birch (probably dwarf-birch) pollen in the samples meant that
mesic to wet habitats persisted there during the LGM.

At Colorado Creek in west-central Alaska (Fig. 2, No. 13), fossil
insect assemblages associated with woolly mammoth remains have
been dated at 16,150 � 230 yr BP (Elias, 1992a; Thorson and
Guthrie, 1992). Because of its interior continental locality, this fossil
locality bears no relation to BLB environments, but it sheds light on
LGM environments in western Alaska. The small fossil insect fauna
identified from this site (Table 3) is an intriguing mixture of steppe–
tundra and mesic tundra beetle taxa. The steppe–tundra elements
include the pill beetle Morychus and the weevil Lepidophorus line-
aticollis. However, there is a strong mesic-tundra component in this
fauna, including the ground beetles Pterostichus brevicornis and
P. caribou, and the rove beetles Holoboreaphilus nordenskioeldi,
Micralymma brevilingue, and Tachinus brevipennis. All of these
ground beetle and rove beetle species are found today in mesic
tundra habitats on the Alaskan North Slope. The dung beetle
Aphodius congregatus was found in association with a mammoth
dung bolus. This species is found today in the highlands of the
Pacific Northwest, and at lower elevations farther north in Alaska
(R. Gordon, personal communication cited in Bain et al., 1997). The
carrion beetle Thanatophilus coloradensis is known today from
alpine tundra regions in the Rocky Mountains, northern British
Columbia, and central Alaska (Anderson and Peck, 1985). This
beetle was probably feeding on mammoth remains at Colorado
Creek. Elias has collected modern specimens that were feeding on
Table 3
Fossil insects identified from the Colorado Creek site, Alaska

Taxon Sample Habitat

DIPTERA
CALLIPHORIDAE (Blow flies)
Genus indet. Mammoth bone

(nasal cavities)
N/A

HOMOPTERA
CICADELLIDAE (Leaf hoppers)
Genus indet. Hair horizon S-T

HYMENOPTERA
CHALCIDOIDEA (Chalcid Wasps)
Genera indet. Hair horizon N/A

COLEOPTERA
CARABIDAE (Ground beetles)
Carabus sp. Hair horizon N/A
Pterostichus brevicornis Kby. Hair horizon MT
Pterostichus caribou Ball ‘Mammoth Site’ MT
Pterostichus (Cryobius) sp. Hair horizon MT

STAPHYLINIDAE (Rove beetles)
Holoboreaphilus nordenskioeldi Mäkl. Hair horizon MT
Micralymma brevilingue Schiodt Hair horizon MT
Lathrobium sp. Hair horizon MT
Tachinus brevipennis Sahlb. Hair horizon MT
Aleocharinae gen et sp. indet. Hair horizon MT

SILPHIDAE (Carrion beetles)
Thanatophilus coloradensis (Wickh.) Hair horizon,

‘Mammoth Site’
AT

SCARABAEIDAE (Dung beetles, chafers)
Aphodius congregatus Mannh. Dung bolus,

Hair horizon
MT

BYRRHIDAE (Pill beetles)
Morychus sp. Hair horizon S-T

CHRYSOMELIDAE (Leaf beetles)
Chrysolina sp. Hair horizon,

‘Mammoth Site’
S-T?

Chrysomelidae gen. et sp. indet. ‘Mammoth Site’
CURCULIONIDAE (Weevils)

Lepidophorus lineaticollis Kby. Hair horizon,
‘Mammoth Site’

S-T

Habitat abbreviations: AT, alpine tundra; MT, mesic tundra; S-T, steppe–tundra; N/A,
habitat not defined at the generic level.
carrion in Kobresia meadows in the alpine tundra of northern
Colorado.

The Colorado Creek fauna thus presents almost an equally
balanced combination of steppe–tundra and mesic tundra
insectsda mixture unique among Beringian fossil insect assem-
blages. The steppe–tundra beetles may well have lived on upland
surfaces surrounding the gully containing the mammoth carcasses.
The mesic tundra beetles may have lived along a moist stream bank
or adjacent to perennial snow banks in the gully. The mixed
palaeoenvironmental signal from Colorado Creek is in some ways
similar to the ‘mixed’ signal obtained from the LGM sample from
Cape Deceit (Matthews, 1974). The former site has a mixture of
steppe–tundra and mesic tundra beetles, while the latter site has
predominantly mesic tundra beetles, combined with botanical
indicators for grass-dominated vegetation. The ‘mixed signal’
quality of these two sites is indicated in Fig. 2 by showing them
with circles filled half with black and half with white.

At Flounder Flat in the Nushagak Lowland region (Fig. 2, No. 3) of
southwestern Alaska, LGM beetle assemblages contained only
mesic tundra taxa. No steppe–tundra beetles were found at this site
during the LGM (Elias, 1992b). Faunal diversity declined in this
region during the LGM, but the species that persisted through the
glacial interval, such as the rove beetle Tachinus brevipennis and
several species of ground beetles in the Cryobius group of the genus
Pterostichus, are associated with cold mesic tundra habitats today.
Elias (1992b) went as far as proposing that southwest Alaska had
served as a refugium for mesic and hygrophilous insects during the
Late Pleistocene.

The study of LGM environments near the eastern edge of
Western Beringia (i.e., on Chukotka and further south along the
Siberian coast of the Bering Sea) has only recently begun. Kuzmina
et al. (2008) reported briefly on an LGM beetle fauna from a site on
the Main River (Fig. 2, No. 4). The sediments sampled from this site
are ice-rich sandy silts called ‘Yedoma’ by Russian researchers. The
exact origins of Yedoma deposits remain unknown, but in this case
the organic silts are thought to represent a flood plain deposit
(Svetlana Kuzmina, written communication, August 2008). The
fauna is dominated by beetle taxa found today in arctic tundra
regions of northeast Asia. There are also substantial numbers of
aquatic and riparian species. The fauna contains few species asso-
ciated with dry tundra environments, and no steppe indicators, in
spite of the fact that steppe–tundra taxa are dominant in assem-
blages from other time intervals at this site. The authors interpreted
the LGM environment of the site to be cold mesic tundra. Ironically,
it may have been too cold in this region during the LGM to support
the Western Beringian steppe–tundra insect fauna. As discussed
below, during warmer intervals of the Pleistocene, steppe-associ-
ated beetle species from southern Siberia were able to invade
northeastern Siberia. Many of these relatively warm-adapted
steppe species must have died out during glacial intervals. Alfimov
and Berman (2001) examined the thermal requirements of the
species that composed the Pleistocene steppe beetle fauna in
northeastern Asia, and determined that these species require mean
summer temperature (TMAX) values of at least 10–11 �C, even
when they live in extremely continental climate where winter
temperatures are very low. If TMAX values in some regions of
Beringia were only 7–9 �C during the Late Wisconsin interval (Elias,
2001), this may have favoured the development of mesic tundra
insect communities at the expense of steppe-adapted species (Elias
et al., 2000).

2.2. Biogeographic evidence

The modern distribution patterns of plants, insects, and verte-
brates have all been used by biogeographers to reconstruct envi-
ronmental conditions on the BLB during the Late Pleistocene.
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Yurtsev (2001) noted that even though the BLB may have func-
tioned as a filter for the migrations of cold- and dry-adapted steppe
and montane plants, more than 40 dry-adapted plant species that
presently occur on both sides of the Bering Strait managed to cross
over the BLB during the Pleistocene. Among these are the dry-
adapted sedges, Kobresia myosuroides and Carex rupestris. Yurtsev
(2001) considers these to have been of Central-Asian origin. Today,
the vegetation cover of the alpine tundra zones in both northern
Mongolia (Miehe, 1996) and the easternmost Rocky Mountains is
dominated by Kobresia myosuroides (Cooper and Sanderson, 1997).
It also occurs on dry, calcareous slopes up to 1800 m elevation in
Alaska (Hultén, 1968).

If the BLB served as a mesic ‘filter’ that slowed or stopped the
migration of dry-adapted insect species, it was a leaky filter, at best.
It apparently prevented some species from spreading between the
continents, but not others. Several groups of steppe–tundra beetles
have distributional patterns limited to either the western or eastern
side of Bering Strait. Among these are some cold-adapted leaf beetles
(Chrysomelidae), including Chrysolina arctica and C. brunnicornis
wrangeliana. Both of these leaf beetles are found only west of Bering
Strait, both today and in the Pleistocene fossil record (Elias and
Kuzmina, 2008). Today they are limited to patches of relict steppe
habitat in northeastern Siberia, such as on Wrangel Island (Lozhkin
et al., 2001). Table 4 shows other species of leaf beetles found either
on both sides of Bering Strait today, or isolated on only one side. The
Siberian steppe-associated fauna includes Galeruca interrupta,
Hydrothassa hannoveriana, Phaedon concinnus, and two species of
Phratora (Fig. 3). The only steppe-associated leaf beetle species
common to both sides of the Bering Strait is Phaedon armoraciae
(Fig. 3). The Western Beringian beetle faunas were richer in steppe-
associated species than were the Eastern Beringian faunas. Elias and
Kuzmina (2008) point out that the steppe–tundra fauna played
a dominant role in Western Beringian Pleistocene assemblages, even
through interglacial intervals. In contrast to the situation in most of
arctic North America, most of northeast Asia’s lowlands were free
from ice cover during Pleistocene glaciations, allowing unbroken
biotic communication between southern and northern Siberia. This,
in turn, allowed northern Siberia to be repeatedly invaded by
southern steppe species during warm intervals.

There are relict patches of steppe-like habitats on both sides of
the Bering Strait today. The modern insect fauna of relict steppe
patches in the mountains of the Yukon Territory has been studied
by Berman et al. (2001). They found that some species of steppe
weevils (family Curculionidae) have managed to survive in these
relict patches, such as Coniocleonus zherichini. This is a cold-adap-
ted weevil that is mainly found today only in relict steppe localities
of northeast Siberia, along the upper Yana and Indigirka river
basins. It has also survived in relict steppe environments on south
facing slopes of mountains in the Yukon (Fig. 4). Other typical
steppe weevils from northeast Siberia, such as Hypera ornata and all
members of the genus Stephanocleonus are absent from North
America. These weevils, including Coniocleonus, dominated steppe–
tundra faunas of Western Beringia during the Pleistocene, but failed
Table 4
Comparative species of Western and Eastern Beringian leaf beetles (after Elias and
Kuzmina, 2008)

Western Beringia Eastern Beringia

Chrysolina arctica Medv. Chrysolina basilaris (Say)
Chrysolina brunnicornis wrangelia Vor.
Chrysolina septentrionalis (Men.) Chrysolina septentrionalis (Men.)
Phratora vulgatissima L. Phratora hudsonia Brown
Phratora polaris Schn.
Phaedon armoraciae L. Phaedon armoraciae L.
Phaedon concinnus Steph. Phaedon cyanescens Stal.
Hydrothassa hannoverana F. Hydrothassa boreela Sch.
to become established east of the BLB. So some Asian steppe
weevils made it across the BLB, while others did not.

The same phenomenon can be observed in the steppe-adapted
weevil fauna of Eastern Beringia. The North American weevil
Vitavitus thulius, a typical steppe–tundra beetle in Eastern Beringia,
became established in the Kolyma Lowland and Anadyr River basin
of Western Beringia during the Pleistocene, but is not found in Asia
today (Fig. 4). Berman et al. (2001) note that this weevil has
managed to disperse into formerly glaciated regions of northern
Canada in postglacial times, and that it is associated with dry
mountain tundra slopes and steppes of the Yukon, although it has
not ventured into similar habitats in Alaska during the Holocene,
even though it was present there during the Pleistocene. Much of
the interior and northern Yukon regions today are quite dry. A total
of 19 out of 30 meteorological stations in the Yukon record less than
350 mm of annual precipitation (Environment Canada, 1982), and
the average mean annual precipitation (MAP) of these stations is
268 mm. The remaining sites are either situated in mountainous
regions, or near the southern boundary, where they are closer to
sources of Pacific moisture. However, the same could be said for the
interior lowland regions of Alaska, where the MAP for 11 stations is
291 mm (NOAA, 2002).

Other predominantly Eastern Beringian weevils, such as Lep-
idophorus lineaticollis, which dominates many steppe–tundra
beetle assemblages from this region, managed to establish a ‘beach
head’ in the easternmost regions of Western Beringia (i.e., coastal
Chukotka), but never made it any farther west in Asia (Fig. 4).

2.3. The dispersal of the woolly rhinoceros

The Pleistocene woolly rhinoceros (Coelodonta antiquitatis Blu-
menbach, 1799) was a cold-adapted rhinoceros first known from
the Wucheng Formation of northern China 2.5 Mya (Deng, 2008).
From here, it migrated northwest across the Palaearctic, reaching
western Europe by MIS 12 (Bad Frankenhausen, Germany; Kahlke
and Lacombat, 2007). The extent of the woolly rhinoceros’ range
waxed and waned with the glacial-temperate episodes that char-
acterized the Pleistocene, with its greatest distributions corre-
sponding to the glacial episodes of the late Pleistocene. Perhaps
strangely, given the origins of the woolly rhinoceros in northern
China and Transbaikalia, woolly rhinoceros is only known from
northeastern Siberia during the Last Glaciation (Valdai). The woolly
rhinoceros appears to have been relatively unhindered in moving
west across the Palaearctic during the Pleistocene, but some form of
barrier prevented colonization of northeastern Siberia until the Last
Glaciation. In addition to this delay, the woolly rhinoceros also
appears to have been prevented from crossing the BLB and colo-
nizing Eastern Beringia at all. It would appear that despite finally
colonizing Western Beringia, and being in a position to cross the
BLB and migrate onto the North American landmass, a filter
restricted the distribution of this taxon to Western Beringia.

The work of Kahlke (1999) shows the distribution of the woolly
rhinoceros at the Last Glaciation to be widespread across the
Palaearctic region, but never conquering the Scandinavian region or
North America. More recently, finds have been recorded from
Chukotka, Kamchatka and Wrangel Island in northeastern Siberia
(Tikhonov et al., 1999; Boeskorov, 2001). These eastern populations
put the woolly rhinoceros on the doorstep of the BLB, yet still it
failed to cross despite other members of the same faunal assem-
blage (Mammuthus–Coelodonta faunal complex; Kahlke, 1999)
being successful. Chief among these taxa are the previously
mentioned woolly mammoth and Pleistocene horses. Probosci-
deans had their origins firmly in the Old World, yet migrated into
the New World via the BLB approximately 1.8 Ma BP (as Archidis-
kodon meridionalis). A second pulse of mammoth migration pushed
Mammuthus primigenius (woolly mammoth) into North America



Fig. 3. Light microscope photographs of leaf beetles (Chrysomelidae) associated with relict steppe habitats in northeast Siberia, Alaska and the Yukon Territory. Photos of Galeruca
interrupta, Hydrothassa hannoveriana, Phaedon concinnus, Phratora polaris and Phratora vulgatissima courtesy of Dr Lech Borowiec, University of Wroclaw, Poland. Photo of Phaedon
armoraciae courtesy of K. Makarov, Zoological Institute, Russian Academy of Sciences, St Petersburg.
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long before the LGM. The bison (Bison priscus), another taxon with
a broadly similar feeding preference to Coelodonta, managed to
cross from Asia to Eastern Beringia before the LGM, sometime
between MIS 8 and 6 (Shapiro et al., 2004).

Despite originating in northern China and subsequently
spreading westwards through Eurasia, the woolly rhinoceros is not
known from eastern Siberia before the last glacial episode (Valdai,
Weichselian, Devensian). The precise nature of the barrier that
prevented the entrance of Coelodonta into eastern Siberia prior to
MIS 3 is uncertain. There was no extensive land ice in this region
during the late Pleistocene (Brigham-Grette, 2001) but the Barents–
Kara ice sheet extended as far east as the western margin of the
Taymyr peninsula and south onto the Siberian landmass (Hubberten
et al., 2004). The woolly rhinoceros was still present in China during
the late Pleistocene (Deng, 2006), so if this moderate glaciation
present in Taymyr offered any impediment to the eastward spread of
European Coelodonta populations, there was no similar barrier to
the Chinese populations aside from the Altai and Baikal mountains
around Lake Baikal. The variability of the climate in this region was
possibly a contributory factor, with full arid, glacial conditions
reached only during the LGM (Hubberten et al., 2004).

There has been much debate centred around whether variation
in vegetation across the BLB, caused by changes in micro-climate
(Elias et al., 1997; Guthrie, 2001) together with frequent water-
logged ground, was a sufficient barrier to prevent the woolly
rhinoceros from crossing the BLB. The extent of the mesic shrub
tundra across the BLB is unknown, a factor largely attributed to
incomplete sampling (Elias et al., 1997). The Last Glaciation was the
first, and only, opportunity for Coelodonta to cross into the New
World from Western Beringia, whereas the other components of
the Mammuthus–Coelodonta faunal complex had done so much
earlier. Taking all the above into consideration leads to a supposi-
tion that the woolly rhinoceros arrived in Chukotka too late to take
advantage of conditions that made crossing the BLB possible for the
other (earlier) taxa. A similar scenario is proposed for the failure of
the woolly rhinoceros to colonize Scandinavia, despite the woolly
mammoth having already done so. Arriving when it did
(>49,000 BP; Boeskorov, 2001), the woolly rhinoceros encountered
more mesic and waterlogged conditions. These are the conditions
that the woolly rhinoceros would have tried to avoid because of its
long coat and gait that were better suited for firmer, flatter ground.
The more mesic conditions would have had a corresponding effect
on the dominant vegetation, which was unsuited to the derived
feeding characteristics of the grazing woolly rhinoceros. The woolly
rhinoceros would probably have avoided both deep snow and
sodden ground in the same way as the Pleistocene musk ox (Ovibos
moschatus) would have done (Kahlke, 1999) as their wool would
have ceased to have been an effective insulator against the cold if
wet and waterlogged. It is interesting to note therefore that the
helmeted musk ox (Bootherium) had a similar pelage, stance and
gait to that of the woolly rhinoceros and it also failed to cross the
BLB. Bootherium is known from the Eastern Beringian region both
before and after the last glacial maximum (Mead and Meltzer, 1984;
Guthrie, 2001) but did not manage to cross the BLB to the Old World
from America. It is likely that the same barrier of waterlogged
ground prevented Bootherium from crossing the BLB in the same
manner as prevented Coelodonta.

In summary, it is likely that Coelodonta arrived too late in
northeastern Siberia to cross the BLB into the Americas. Restricted
from entering the Beringian region prior to MIS 3, by the time the



Fig. 4. Map of the Arctic, showing the known modern distributions of three species of weevils (Curculionidae) associated with steppe–tundra environments in the Pleistocene. Data
from Berman et al., 2001.
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woolly rhinoceros finally arrived in Western Beringia the condi-
tions on the bridge itself had worsened to such an extent as to make
it broadly impassable for the woolly rhinoceros. These mesic
conditions on the bridge would have made the ground too uneven
and too wet for the stocky and woolly Coelodonta to cross.

3. Discussion

In attempting to reconstruct the glacial environments of the
BLB, we are up against several thorny problems. The different lines
of evidence (vertebrates, insects, plant macrofossils, and pollen;
modern biogeographic patterns versus fossil data) do not always
agree. In many ways we are like the committee of blind scientists,
asked to describe an elephant. Each researcher gropes along one
body part, and assumes that the whole beast is represented by that
one part (the small tail, the massive legs, the long, flexible trunk, or
the hard, curved tusks). In fact none of them is capable of describing
the entire animal, because none of them has seen it in its entirety.
This is certainly the case when we attempt to describe the BLB.
None of us has enough evidence to get the job done. Nevertheless,
we are slowly progressing, and enough has been done to foster
a scientific debate.
Ager (2003) concluded that Guthrie’s reconstruction of BLB
environments (Guthrie, 2001), as well as Yurtsev’s similar recon-
struction of a band of mesic shrub tundra on the BLB (Yurtsev,
2001), ‘‘appear to be based on fossil evidence described by Elias
et al. (1996)’’. In fact both Guthrie and Yurtsev gave careful
consideration to several lines of evidence, past and present, when
drawing their conclusions about a mesic environment on the land
bridge. Guthrie (2001) pointed out that botanists such as Young
(1971) commented on an apparent west–east moisture gradient
effect in the zonation of the Arctic flora regions. Murray (1995)
identified several plant species that have a limited distribution in
the Bering Strait region, but are only found on one side or the other.
A moisture gradient (higher moisture towards the BLB and lower
moisture towards interior Alaska) was discussed by Young, 1982.
Anderson and Brubaker (1994) also interpreted a significant east-
west moisture gradient across Alaska during glacial intervals.
Ironically, it may have been the relative wetness of western Alaska
and the BLB that allowed lakes to persist in these regions through
the LGM. These lakes, including Imuruk Lake on the Seward
Peninsula, Kaiyak Lake and Squirrel Lake near Kotzebue, Zagoskin
Lake on St Matthew Island, Flora Lake on St Lawrence Island, and
Cagaloq Lake on St Paul Island, persisted through the LGM, yielding
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the pollen used by Ager (2003) to argue against moist conditions in
his study region. Guthrie (2001) noted that nearly all of the sedi-
ment cores taken from extant lakes in interior Alaska and the
Yukon Territory have basal ages less than 15,000 years old. He
concluded that the dry climate of these interior regions of Eastern
Beringia made most lakes in this region dry up. Yurtsev (2001)
argued that the exposed shelf of the Bering Strait and some adja-
cent regions received relatively high levels of precipitation, carried
by moisture-laden winds from the North Pacific. He likened the
spread of steppe–tundra vegetation across the BLB to the popu-
lating of an archipelago of small, dry islands.

3.1. Problems with pollen interpretation

Part of the difficulty in reconstructing ancient Beringian envi-
ronments from pollen assemblages is the lack of ecological defini-
tion of pollen at the generic or family level. Grass pollen is
extremely difficult to identify beyond the family level, and so it is
generally reported as ‘Poaceae’ or ‘Graminaceae’ in pollen
diagrams. But species within this large family have quite variable
ecological requirements in Alaska today, and not all of them are
indicative of dry environments. In fact, quite the opposite is true for
some of the important Arctic grass species. For instance, the
dominant Poaceae pollen in modern samples from Barrow, Alaska
is Dupontia fischeri (Eisner and Peterson, 1998; Elias et al., unpub-
lished). This species grows in wet tundra, often where there is
standing water (Hultén, 1968). So arctic Poaceae pollen can be
rightly considered just as much an indicator of wet tundra envi-
ronments (such as on the Arctic coastal plain today) as it might be
of dry steppe–tundra conditions. Oswald et al. (2003) were able to
discriminate the modern pollen signatures of wet tundra and mesic
shrub tundra on the Alaskan North Slope, based on the fact that the
former plant community is dominated by the pollen of Dupontia
and other grasses, while the latter community is dominated by
pollen of dwarf shrubs. However, in fossil assemblages it would be
impossible to separate Dupontia pollen from the pollen of dry-
adapted grasses that might have formed part of a steppe–tundra
community (see Table 1 for a list of typical steppe–tundra grasses).

Likewise, pollen from the family Cyperaceae is extremely diffi-
cult to distinguish at the genus or species level, so it is generally
reported as Cyperaceae pollen, but how should this ‘signal’ be
interpreted? Most members of this family are sedges (Carex), and
most sedges grow in damp or waterlogged soils, but the dominant
plant on the LGM landscape at Cape Espenberg, based on plant
macrofossils, was Kobresia myosuroides. This is an upland, dry-
adapted species, found today on dry mountain slopes and lichen
tundra in Alaska (Hultén, 1968), but the pollen it produces is
indistinguishable from that of aquatic sedges. Thus the palae-
oenvironmental signals of sedges and grasses may be interpreted
backwards from the normal method. At least in some contexts,
Poaceae pollen may be taken as an indication of wet tundra and
Cyperaceae pollen may be taken as an indication of dry tundra.

3.2. Steppe–tundra habitat islands on the land bridge?

As we have alluded to in this review, all of the LGM sites from
which steppe–tundra or equivalent vegetation have been inter-
preted in the central region of Beringia are either on the Alaskan
mainland, or on islands in the Bering Sea. The island localities
would have been perched well above the elevation of the land
bridge plains. Their height above the plain ranged from perhaps 75
to 200 m. These are not enormous heights, but there is at least
a possibility that the environment of these uplands may have been
sufficiently different to create habitat islands where relatively dry
climate allowed steppe–tundra vegetation to persist. Yurtsev
(2001) anticipated this reconstruction when he said that the spread
of steppe–tundra vegetation across the land bridge was like the
populating of an archipelago of small, dry islands.

3.3. Abandoning the broad-brush approach

None of us should take the view that the BLB, or any other large
geographic region, was completely dominated by a single type of
biological community. All ecosystems, past and present, are made
up of patches of varied communities. Certain community types may
dominate, but not to the exclusion of others. Palaeoecologists
(including Elias) who have attempted to reconstruct BLB environ-
ments for the Last Glaciation have too often fallen into the trap of
attempting to reconstruct major portions of the land bridge from
fossil data from just a few sites. At its height, the BLB covered about
1.5 million km2da region about twice the size of Texas. During the
LGM, the distance from the northern margin of the land bridge to
the southern margin was 1800 km. Thus far, we have only got
a handful of sites from the BLB region from which to draw
conclusions. Whole sectors of the land bridge remain unstudied,
including the Russian side of the Bering and Chukchi shelf regions.
The Bering shelf region between the Pribilof Islands and the Alas-
kan Peninsula likewise remains unstudied. Parts of the Chukchi
shelf have been studied (Elias et al., 1996, 1997), but thus far have
not yielded organic-rich sediments dating as far back as the LGM.
The few LGM samples from the land bridge plain are both quite
near the shore of the Seward Peninsula. As discussed above, the
island sites were all perched above this plain, and their fossil pollen
signatures may or may not characterize the vegetation of the
adjacent lowlands.

On biogeographic grounds, it appears that we can make a case
for the presence of some kind of biological filter that blocked the
movements of some steppe–tundra plants and animals across the
BLB. Dry-adapted plants, some steppe weevils, and some mega-
faunal mammals failed to get established on one side or the other,
and a land-bridge barrier seems the most likely cause.
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Transitions in vegetation are nothing new in the
Arctic. The geologic record indicates that about 9000

years ago, the region underwent a widespread transformation
from a grassland to a tundra ecosystem (Ager 1983). This re-
sulted in the departure or extinction of the large Pleistocene
megafauna (Owen-Smith 1987) and the exodus of Paleolithic
humans from the Alaskan Arctic (Kunz and Reanier 1994).
As recently as 8000 years ago, forests grew along the arctic coast
(MacDonald et al. 2000), and the record also tells us that
shrubs swept across the tundra several times dur ing the
Holocene (Anderson and Brubaker 1993). Now the abundance
of arctic shrubs is again incr easing, apparently driven by a
warming climate. It is possible that w e are witnessing the
forerunner of another major transition in arctic vegetation.

The evidence for increasing shrub abundance is most com-
prehensive for northern Alaska. An extensive comparison of
old (1940s) and modern photographs (figure 1; Sturm et al.
2001a, Stow et al. 2004) has shown that shrubs there are in-
creasing in size and are colonizing previously shrub-free tun-
dra. In western arctic Canada, increased shrub abundance is
also indicated, but there the change has been inferred from
the recollections of long-term residents (Thorpe et al.2002).
In central Russia, a transect along the P echora River has
shown a distinct decrease in tundra and a corresponding in-
crease in shrubland (Shvartsman et al.1999), but for the vast
tundra regions of Siberia, there are currently no data on

which to make an assessment. Satellite remote sensing stud-
ies (Myneni et al.1997, Silapaswan et al.2001, Jia et al.2003),
however, greatly strengthen the case for a pan-Arctic expan-
sion of shrubs. These studies indicate that over large regions
of the tundra, leaf area has increased, a change one might ex-
pect if graminoids, lichen, and moss were giving way to
shrubs.

The expansion of shrubs has coincided with three decades
of rising arctic air temperatures. These are now at levels
higher than any experienced in the last 400 years (Overpeck
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Winter Biological Processes
Could Help Convert Arctic
Tundra to Shrubland

MATTHEW STURM, JOSH SCHIMEL, GARY MICHAELSON, JEFFREY M. WELKER, STEVEN F. OBERBAUER, GLEN E.
LISTON, JACE FAHNESTOCK, AND VLADIMIR E. R OMANOVSKY

In arctic Alaska, air temperatures have warmed 0.5 degrees Celsius (°C) per decade for the past 30 years, with most of the warming coming in 
winter. Over the same period, shrub abundance has increased, perhaps a harbinger of a conversion of tundra to shrubland. Evidence suggests that
winter biological processes are contributing to this conversion through a positive feedback that involves the snow-holding capacity of shrubs, the 
insulating properties of snow, a soil layer that has a high water content because it overlies nearly impermeable permafrost, and hardy microbes 
that can maintain metabolic activity at temperatures of –6°C or lower. Increasing shrub abundance leads to deeper snow, which promotes higher
winter soil temperatures, greater microbial activity, and more plant-available nitrogen. High levels of soil nitrogen favor shrub growth the follow-
ing summer. With climate models predicting continued warming, large areas of tundra could become converted to shrubland, with winter processes
like those described here possibly playing a critical role.

Keywords: tundra, shrubs, snow, microbes, climate change



et al. 1997), and the rate, about 0.5 degrees Celsius (°C) per
decade (Chapman and Walsh 1993, Serreze et al.2000), is five
times faster than the global rate of warming (Jones PD et al.
1999). A number of eye-catching environmental changes
have been associated with this warming (Sturm et al. 2003),
including (a) a reduction in the extent and thickness of sea
ice (Parkinson et al. 1999), (b) the retreat of arctic and sub-
arctic glaciers (Arendt et al. 2002), (c) increased annual dis-
charge from large northward-flowing rivers (Peterson et al.
2002), and (d) an Arctic-wide increase in permafrost tem-
peratures (Romanovsky et al. 2002).

With respect to the shrub expansion, it is surprising that
most of the documented warming has taken place in winter
(January–March; figure 2) and, to a lesser extent, in spring
(April–June; Chapman and Walsh 1993, Serreze et al. 2000).
Moreover,“spring” in this arctic context means freezing tem-
peratures and a full snow cover through May and often into
June. The conventional explanation for shrub expansion is ac-
celerated summer g rowth, but with arctic warming pre-
dominantly affecting winter temperatures, processes outside
the normal growing season are certain to be involved. Here
we report how arctic soil microbes, buried under an insulat-
ing blanket of snow, remain surprisingly active during the
frigid arctic winter, producing critical nutrients that the
shrubs can utilize the following summer. As the shrubs grow,
they trap and hold snow, which better insulates the soil and

the microbes, promoting even more winter activity. Com-
bined, these two mechanisms form a winter feedback system
that influences, and perhaps even controls, the transition of
the arctic ecosystem from one state to another in response to
a changing climate.

A conversion of arctic tundra to shrubland would have
many ramifications. It would reduce forage quantity and
quality for car ibou, which prefer lichens and g raminoids
over shrubs. This would force the caribou to alter where they
graze, which would affect subsistence hunters and the com-
munities that rely on caribou for food. An extensive shrub
canopy would also increase the summer sensible heat flux,per-
haps by as much as 6 watts (W) per square meter (m2) (Ja-
son Beringer, School of Geography and Environmental Sci-
ence, Monash University, Clayton, Australia, personal
communication, 14 September 2004), more than twice the
global impact of greenhouse gases, which are estimated to be
approximately 3 W per m2 (IPCC 2001). Dark shrubs pro-
truding above the snow would reduce the winter albedo, in-
creasing the solar energ y absorbed at the surfac e. The in-
creased production of woody material would affect the carbon
budget. Shrubs allocate carbon to woody stems that have
long turnover times compared with annual roots and the
leaves of graminoids, so shrub-dominated tundra is likely 
to assimilate carbon in a differ ent way and store it for a 
different length of time than shrub-free tundra. With the 
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Figure 1. Increasing abundance of shrubs in arctic Alaska. The photographs were taken in 1948 and
2002 at identical locations on the Colville River (68° 57.9' north, 155° 47.4' west). Dark objects are in-
dividual shrubs 1 to 2 meters high and several meters in diameter. Similar changes have been detected
at more than 200 other locations across arctic Alaska where comparative photographs are available.
Photographs: (1948) US Navy, (2002) Ken Tape.



production of more woody material and the change in soil
moisture levels due to shading, short- and long-term shifts in
net carbon exchange and car bon storage would be set in
motion (Oechel et al. 2000).

Winter, permafrost, and 
the active layer
The prolonged cold of arctic winter produces permafrost
(perennially frozen ground) and snow that blankets the tun-
dra for two-thirds of the year. These conditions constrain but
do not stop biological activity. Significant plant and soil mi-
crobial activity continue during three of the five stages of win-
ter that have been identified on the basis of surface and soil
conditions (table 1; Olsson et al.2003). The duration and start-
ing date of these stages vary from year to year, with long-term
shifts in stage timing being one of the ways winter can affect
the ecosystem state. The asymmetry of winter also constrains
above- and belowground biotic activity. The snow buildup is
gradual over a period of several months, starting in Septem-
ber, but the melt is abrupt, taking as little as 5 days. As a con-
sequence, the ground cools slowly but warms rapidly. The
buildup is offset about 75 days after the
summer solstice (June 21), but the melt
occurs just a few weeks before the sol-
stice. Plants emerge from the w inter
snow cover directly into an environ-
ment of near-maximum sunlight.

Because of the prolonged cold, per-
mafrost (figure 3) forms a nearly con-
tinuous layer under the tundra regions
of Alaska, Siberia, and northern Canada.
Overlying the permafrost is the acti ve
layer, made up of strata of organic and
mineral soil that tha w each summer
and freeze the following winter. De-
pending on the location and year, max-
imum thaw depths range from 0.3 to
more than 1.0 m. Because the per-
mafrost is nearly impermeable to water
infiltration, the active layer is often sat-
urated, far more so than would be ex-
pected in the arid arctic climate. Stand-

ing surface water and lakes are ubiquitous. For example,
more than 40% of the Arctic Coastal Plain of Alaska is cov-
ered by lakes (Sellman et al.1975), despite low precipitation.

During summer, the active layer warms and thaws from the
surface down. In winter, it cools and freezes from the surface
down, as the winter cold wave penetrates through the snow
and into the ground. It also freezes (albeit more slowly) from
the bottom up, chilled by the underlying permafrost. The freez-
ing process proceeds slowly, so it is not until the middle or even
the end of winter that the layer is entirely frozen, and in mild
winters it may not freeze completely. Even when a particular
stratum in the acti ve layer is described as “frozen,” a small
amount of unfrozen water remains. Adsorption, water–soil
particle interactions, and surface tension effects allow unfrozen
water to exist at temperatures as low as –40°C (Anderson and
Morgenstern 1973, Hinzman et al.1991). The water is located
in thin films (1 to 7 micrometers) that separate soil grains from
the ice in pore spaces (Romanovsky and Osterkamp 2000).
Depending on soil type, the films can occupy up to 10% of
the soil by volume at temperatures between 0°C and –10°C,
with thicker films found at higher temperatures and in soils
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Table 1. The five stages of arctic winter and their salient biophysical features (modified from Olsson et al. 2003).

Stage Sensitivity to change Salient features

Stage 1: Ear ly snow High (timing) Maximum daily temperatures and active-la yer temperatures abo ve freezing,
development of ephemeral snowpack

Stage 2: Ear ly cold High (timing and nature) Daily average and maximum temperatures below freezing , rapid snow buildup,
active layer beginning to freeze from the top down 

Stage 3: Deep cold Low Little new snow accumulation, little or no solar radiation, active-layer tempera-
tures falling, upper active layer completely frozen 

Stage 4: Late cold Low Active-layer temperatures now in phase with air temperature, air temperature 
and active-layer temperatures beginning to rise, but active layer still frozen, with 
limited liquid water

Stage 5: Tha w High (timing) Minimum daily temperatures abo ve freezing, snowpack melting, rapidly increas-
ing soil temperatures

Figure 2. North polar view of the decadal warming in the Arctic in winter (left) and
summer (right) for the period 1971 to 2000 (based on Chapman and Walsh 1993,
updated at http://faldo.atmos.uiuc.edu/ARCTIC).



with higher clay contents (Farouki 1981) and lower organic
fractions (Hinzman et al. 1991). The presence of these un-
frozen films produces a situation analogous to the one found
in dry desert soils, where the bulk of the soil environment 
is inhospitable, but where niche environments are viable for
microbes.

The buffered thermal environment of the active layer is, in
part, a product of the latent heat barrier associated with soil
water freezing. Until the abundant soil moistur e trapped
above the permafrost freezes, the soil temperature cannot
drop below 0°C. This introduces delays in the do wnward
propagation of the 0°C isotherm, which range from just a few
days at the soil surface to several months near the base ofthe
active layer (figure 4). For a typical active layer 0.4 m thick,
with a liquid water content of 40% by volume, 5 kilojoules (kJ)
of latent heat need t o be removed from each square cen-
timeter (cm2) of ground surface before the layer can freeze.
Only 0.14 kJ of the heat that needs to be removed is due to
the specific heat of dry soil. The snow cover also contributes
to the buffered thermal environment in the active layer. Snow,
a mixture of air and ice, is an excellent insulator. Its R-values
(measuring resistance to heat flow) compare favorably with
those of many manufactured insulating materials. For instance,
the insulation provided by 0.5 m of arctic snow is equivalent
to that of a fiberglass-insulated wall 6 inches (about 15 cm)
thick, with an R-value of 20. Measurement and model results
(Taras et al. 2002) show that, through its insulating proper-
ties, snow attenuates weekly winter air temperature fluctua-
tions by about 40% and daily fluctuations by about 80%. At
Franklin Bluffs, 50 kilometers (km) south of Prudhoe Bay,

the average air temperature between 1 November 1999 and
1 May 2000 was –26°C, but the average temperature at 0.3 m
depth in the soil was –10°C (figure 4a). The contrast in min-
imum temperatures was even greater: –45°C in the air com-
pared with –16°C in the soil.

Snow cover, shrubs, and active-layer temperatures 
On the windswept tundra, drifting snow is common, and deep
drifts often surround and extend downwind from shrubs
(figure 5). Where the snow is deeper, soil temperatures are
higher because there is more insulation. In fact, as illustrated
in figure 6, with sufficiently deep snow, subnivean tempera-
tures can be elevated enough to convert a soil in which there
is little or no unfr ozen water into one in whic h unfrozen 
water films are widespread. In extreme cases, deep drifts can
even prevent arctic soils from freezing. Organic debris and leaf
litter also tend to concentrate in dr ifts (Fahnestock et al.
2000), potentially adding a nutrient boost to the same loca-
tions where there is a favorable thermal environment for soil
microbes.

The snow depth enhancement effect is not limited to in-
dividual shrubs or patches of shrubs like those in figure 5.
When snow depths from a 100-hectare shrubland in Alaska
(1.5-m shrubs) were compared with depths from nearby
shrub-free tundra, the snow in the shrubs was consistently
deeper (17% to 48%). The deeper snow not only contained
more water but also was less dense and ther efore a better 
insulator than the snow on the tundra. The depth difference
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Figure 3. Soil pit profile from arctic Alaska, showing the
active layer and the top of the permafrost, which is sev-
eral hundred meters thick in this location. The hum-
mocky, irregular nature of the interfaces between the lay-
ers is the result of cryoturbation, the slow convective
overturning of the active layer. Photograph: Gary
Michaelson.

Figure 4. (a) A temperature record for the air and differ-
ent depths of soil near Prudhoe Bay, Alaska. (b) The delay
in cooling at depth in the soil due to latent heat storage in
the ground and snow-cover insulation.

a

b



reflects the enhanced capacity of the shrubs to trap snow, and
also a reduction in the amount of sublimation the snow
would otherwise have undergone had it been fr ee to blow
about (Sturm et al. 2001b, Liston et al. 2002). Up to 40% of
the winter snow accumulation can be removed by sublima-
tion if it is not trapped by shrubs (Liston and Sturm 2002).

We examined the effect of a widespread, climatically forced
increase in shrub abundance on winter soil microbial activ-
ity using two coupled models, one that produces snow depth
distributions based on t opography and dr ift-trapping by
vegetation (Liston and Sturm 1998) and another that simu-
lates soil temperatures based on the snow depth (Taras et al.
2002). Using the models,we computed the expected number
of winter days that microbes are active for a control winter (the
present) and for a future state in which shrubs have increased
in size and densit y. For simplicity, we assumed that soil 
microbes are active as long as the acti ve-layer surface tem-
perature is above –6°C, but that they shut down completely
at lower temperatures.

Our focus was the 9000-km2 Kuparuk Basin, which stretches
from the Brooks Range (68.5° north [N]) to the Arctic Coast
(70.5° N) near Prudhoe Bay, Alaska. From south to north
across the basin, there is a 3 °C decrease in winter air tem-
perature (Haugen 1982, Olsson et al.2002) and a pronounced
decrease in snow depth (Liston and Sturm 2002, Taras et al.
2002). Winter lasts 15 days longer near the coast than it does
near the Brooks Range ( Taras et al. 2002), and the mean 
and peak wind speeds are also generally higher near the coast
(Olsson et al. 2002). As a result, the snow cover in the north-

ern part of the basin is thinner, more windblown, less insu-
lative, and longer lasting than the snow cover in the southern
part. Under present-day conditions, temperatures at the top
of the active layer decrease from about –6°C in the south to
about –20°C in the north (Taras et al.2002). Not surprisingly,
a decrease in both shr ub abundance (CAVM 2003) and 
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Figure 5. A shrub patch that has created a snowdrift in and downwind of the patch. The snow
on the tundra behind the patch was about one-fifth as deep as the drift. Photograph: Matthew
Sturm.

Figure 6. Active-layer surface temperatures as a function
of vegetation type, including shrubs. The data are from
the Kuparuk Basin in arctic Alaska. The average maxi-
mum winter snow depth for each type of vegetation is
shown in the key.



winter microbial activity (as infer red from winter soil 
carbon dioxide [CO2] efflux rates; Jones MH et al. 1999) are
also observed along the same transect.

Model results (figure 7a) indicate under present-day con-
ditions a tenfold decrease in the n umber of days that sub-
surface microbial activity takes place between the Brooks
Range and the coast. This strong gradient is primarily the re-
sult of the snowfall gradient across the basin. Increasing the
shrub height and abundance by 31% for moist tundra, 18%
for moist–wet tundra, 6% for wet tundra, and 4% for shrub-
lands (the amount of the increase dropping proportionately
in those areas where shrubs are already affecting the sno w
depth or where the soil is too wet for shrubs; Liston et al.2002)
produced up to a 60-day increase in the number of days of
winter soil microbial activity (compare figure 7a with figure
7b). The largest changes are in the middle of the basin. In the
north, the change is limited because the soils ar e wet and

shrubs are unlikely to grow. In the south, they are lim-
ited because the shrubs are already tall and abundant.The
results highlight that w inter soil microbial activity is
about equally sensitive to climate gradients and to changes
in shrub cover. Changes in either factor can have a sig-
nificant effect on the dur ation of winter activity and
therefore affect the pot ential buildup of nutrients in
winter.

Arctic microbial activity in winter 
It is now well established that microbial (bacterial and
fungal) respiration continues in arctic soils through the
winter (Kelley et al.1968, Zimov et al.1993, Oechel et al.
1997, Fahnestock et al. 1999, Welker et al. 2000), along
with nitrogen mineralization (Giblin et al.1991, Grogan
and Jonasson 2003, Weintraub and Schimel 2003). These
activities are known to continue even in soils cooled to
–10°C (Flanagan and Veum 1974, Clein and Schimel
1995, Mikan et al. 2002, Michaelson and Ping 2003),
though for much of the winter the active layer is at a
higher temperature (figures 4, 6, 7). Belowground plant
biomass has been suggest ed as an alt ernate source of
the observed respiration (Grogan et al. 2001), but this
view is not w idely held. Measured winter efflux rates
range as high as 400 to 500 milligrams (mg) carbon as
CO2 per m2 per day, though more typically they are 20
to 50 mg carbon as CO2 per m2 per day. Even the lower
rates are sufficient to determine whether the ecosystem
is a net sink (because ofsummer storage) or a net source
to the atmosphere when extended over the long winter
(Oechel et al.1997). The efflux rates are closely linked to
soil temperature (and unfrozen water content), and are
higher where there are shrubs and deeper snow (Fahne-
stock et al. 1999).

An unusual shift in microbial substrate use takes place
as arctic winter progresses and soil t emperatures drop 
below freezing. The microbes living in the organic 
matter–rich surface soil begin to use less plant detritus
and to rely more heavily on dissolved substrates and re-

cycled microbial biomass and products. Our data indicate that
the proportion of carbon respired from the microbial biomass
and product pool roughly doubles, from 7% to 14% of the to-
tal respired carbon, as arctic soils freeze (figure 8a). Even
though this substrate change is not very large in terms of car-
bon sourcing, it represents an important shift from nitrogen-
poor plant detritus to nitrogen-rich microbial substrates of
higher quality (Michaelson and Ping 2003) that ma y have
bearing on the incr easing abundance of shrubs. The shift
helps ensure that hig her rates of net nitrogen mineraliza-
tion continue as soil t emperatures drop (figure 8b). Inter-
estingly, the shift occurs above 0°C (figure 8a).

The mechanism underlying the shift is not clear. We would
have expected the shift to occur as the soil froze and the soil
water system changed from a continuous water web to a set
of discontinuous unfrozen water films. Following this tran-
sition, the microbes would have access only to (a) internal 
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Figure 7. The Kuparuk Basin, showing a proxy index (number of
days of microbial activity) for subsurface winter biological activity
(a) under present conditions and (b) with projected increases in
shrub growth. The index was computed by summing the number of
days of the winter that the soil surface temperature is at or above 
–6 degrees Celsius (Taras et al. 2002). Note the strong latitudinal
gradient in this index value. Snow depth increases as a function of
vegetation growth, leading to significant increases in the index
value, particularly in the middle and southern part of the basin.



resources, (b) dissolved substrate in the unfrozen films, and
(c) substrate recycled from dying organisms (cryptic growth;
Chapman and Gray 1986). Cut off from the plant and soil
polymers they rely on during the summer (Michaelson and
Ping 2003,Weintraub and Schimel 2003), the microbes would
be expected to shift their use to the materials available in the
water films. However, the shift occurs before the soil freezes,
indicating that the change is due to some other physical or
physiological mechanism, possibly one related to the dy-
namics of cellulytic or lignolytic enzymes.

More directly related to shrubs, the substantial winter mi-
crobial respiration rates that have been observed are known
to be aided by cryoturbation, the slow convective overturn-
ing of the active layer due to freeze–thaw heaving and settle-
ment (figure 3). This process moves near-surface soil or-
ganic matter of relatively high quality into subsurface layers
where it can be worked on by microbes during more of the
winter. It is quite effective.Arctic Alaskan soils contain as much
organic matter in subsurface layers as they do in surface or-
ganic horizons (Michaelson et al.1996). Because these deeper
layers stay warmer for a longer per iod of time (figure 4),
and because they have a higher silt content, they contain un-
frozen water films that are thicker and more abundant than
those higher in the soil column (Romanovsky and Osterkamp
2000). The highest respiration rates in soil at below-freezing
temperatures are found in subsurface layers containing the
largest proportion of cryoturbated organic matter. Notably,
the water-soluble organic substrates in mineral soils under
shrubs are of higher quality than those found under tussock
tundra (Michaelson and Ping 2003),one more reason why mi-
crobial action is enhanced where shrubs are more abundant.

A winter biophysical feedback loop 
A positive feedback loop links snow, shrubs, soil, and microbes
(figure 9).Active-layer temperatures in and around shrubs are
higher than in shrub-poor locations (figure 6), resulting in
enhanced winter microbial activity (figure 8) that persists
through more of the winter. This results in more net nitro-
gen mineralization during winter (Schimel et al. 2004) and
higher shrub leaf nitrogen content in summer. It also lowers
the leaf carbon–nitrogen ratio, which may increase the de-
composability of the leaf litter. For tundra, manipulation
experiments (Chapin et al. 1995), point frame studies (Arft
et al. 1999), and studies of latitudinal gradients in plant com-
munity composition (Bliss and M atveyeva 1992) indicate
that where there are more nutrients, shrub growth is favored
over that of other tundra plants. Larger and more abundant
shrubs (figure 1) trap more snow (figure 5) and reduce win-
ter sublimation losses, leading to deeper snow cover and still
higher soil temperatures (figure 6).

The feedback loop was suggested (Sturm et al. 2001b) on
the basis of colocated snow depth and shr ub height mea-
surements, but several links in the loop w ere speculative
when it was first int roduced. These links are now better 
established. They include evidence (a) that the microbes have
access to substrate and unfrozen water through most of the

winter, (b) that as a r esult, microbial activity continues at 
below-freezing soil temperatures, (c) that the activity is due
in part to a shift in substrate use by the microbes, (d) that even
though winter rates of activity are lower than those of sum-
mer, the cumulative impact is a substantial contribution to
the annual total because of the length the winter, and (e) that
increasing the winter snow depth (i.e., accumulation in and
around shrubs) produces greater net nitrogen nutrient min-
eralization (Schimel et al. 2004).

One link in the feedback loop remains untested. Does in-
creased net winter nitrogen mineralization result in enhanced
summer growth of shrubs? Summer fertilization of tundra
leads to enhanced shrub growth (Chapin et al. 1995), so if
winter-produced nutrients remain in place and are available
to the plants the following growing season, the loop in figure
9 is closed. Do the nutrients stay put? Dur ing the spr ing
thaw, active sheet wash and runoff could potentially strip off
or redistribute these nutrients. Because of the rapid nature of
the thaw, however, arctic soils are typically still frozen during
peak runoff. Moreover, most of the winter nutrient produc-
tion takes place at depth in the active layer and is likely to be
protected from redistribution. Initial indications based on
studies using nitrogen-15 (Bilbrough et al.2000) also suggest
that tundra plants can acquire soil nitrogen while the ground
is still snow covered. We therefore think that the sno w–
shrub–soil–microbe feedback loop is contributing to the ex-
pansion of shrubs in the Arctic (figure 1; Sturm et al. 2001a)
and may help explain why this expansion has coincided with
winter warming (figure 2).
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Figure 8. (a) Shift in microbial substrate use with temper-
ature. Above 0 degrees Celsius (°C), the microbes metabo-
lize nitrogen-poor plant detritus, but below 0°C they rely
more on nitrogen-rich microbial products. (b) Winter de-
composition and nutrient mineralization for an area
where the snow depth has been artificially enhanced
compared with a control plot where it has not. Abbrevia-
tions: C, carbon; MB, microbial biomass; N, nitrogen; PP,
product pool.
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Discussion and implications 
Recent shrub expansion and invasion has been observed in
semiarid grasslands and tallgrass prairies (Schlesinger et al.
1990, Archer et al. 2000, Lett and Knapp 2003, McCarron et
al. 2003). While disturbance (grazing) or suppression of dis-
turbance (fire) has played a role in establishing the shrubs in
these lower-latitude ecosystems, climate-driven biological
feedbacks similar to those described here have ensured that,
once established, the shrubs have thrived. For example,
Schlesinger and colleagues (1990) found that the int roduc-
tion of shrubs in semiarid grasslands led to a localization of
water and other soil resources under the shrubs, which had
a positive feedback effect analogous to our results (figure 9).
In a way that is eerily similar to the drifting of snow around
shrubs on the tundra, they also found that the wind eroded
material from the spaces between shrubs. This further dif-
ferentiated the resources available to the vegetation. Lett and
Knapp (2003) found that canopy shading, not soil source en-
richment, maintained shrub dominance after shrubs were in-
troduced to the tallgrass prairie. In both cases,however, pos-
itive feedbacks associated with a change in plant functional
type (from low graminoids to erect and stiff shrubs) ensured
the shrubs’ success.

The competitive advantages of arctic shrubs are not lim-
ited to their physical architecture. They also have the highest
potential for resource uptake of all the arctic plant func-
tional groups, and they produce some of the most rapidly de-
composable litter (Shaver et al. 1996). This is why within 10
years of a disturbance of the tundra by tracked vehicles, the
disturbed areas are covered by shrubs, and why warmed and
fertilized plots experience a relative explosion of shrubs
(Chapin et al.1995). With these attributes, shrubs are poised
to take advantage of the current climate warming more read-
ily than the other tundr a plants. It may also explain why
there have been several widespread expansions of shrubs

during the Holocene (Anderson and Brubaker 1993). What
is less certain is how the current expansion might proceed, and
whether it will actually convert the tundra into a shrubland.
Shaver and colleagues (1992) have pointed out that the ini-
tial response of a tundra ecosystem to a change in climate is
likely to be quite different from the response over decades or
centuries. As the expansion of tundra shrubs continues and
the shrubs occupy more of the landscape, canopies will
thicken, leading to summer shading and a myriad of other ef-
fects that could produce fundamental changes in soil condi-
tions. These could modify the winter feedback processes we
have described here.

One aspect of the arctic tundra system that argues for
more extensive rather than less extensive change is that the sys-
tem is particularly susceptible to change because of the roles
played by snow and permafrost in determining the soil 
conditions and microbial activity. Small shifts in ambient
conditions (temperature, snow depth, or both) could produce
large changes in the amount and dist ribution of unfrozen 
water in the soil and in the duration and timing of biological
activity (figures 7, 8). This, in large measure, is because the 
system is balanced at the freezing point of water. This sensi-
tivity is mir rored in Antarctica, where a whole cascade of
terrestrial ecosystem changes has been observed in response
to 20 years of cooling (Doran et al. 2002).

In table 2,by contrasting present-day tundra with shrubby
tundra, we suggest some of the ecosystem changes that might
ensue if shrub abundance continues to increase. The table is
by no means comprehensive, but it does suggest that ther e
would be important hydrologic, energy balance, and carbon
budget ramifications. Changes in the carbon budget are likely
to have global implications. Increased release of winter car-
bon due to greater soil microbial activity would compete
with increased fixing of carbon in the form of woody plants
to produce a balance that is difficult to predict. Of potentially
greater impact, however, would be a sec ondary effect of a 
tundra-to-shrubland conversion: alteration of the thermal
regime of the permafrost. This alteration could liberate large
stores of carbon that are currently frozen and not participating
in the carbon cycle (Michaelson et al. 1996). Not everything
would change, of course. Wet meadow tundra is unlikely to
turn shrubby, and places like Fenno-Scandia, where the 
tundra is already fairly shrubby, are likely to see only limited
change. Still, a shrubby Arctic would be a markedly different
place from the present-day Arctic covered by tundra.

The Arctic is locked in the grip of winter for two-thirds of
the year, but biological activity continues to take place dur-
ing that time.The results presented here suggest that these win-
ter biological processes may be playing a crucial role in trans-
forming the tundra landscape into shrubland. These results
also challenge the view that plant community composition is
controlled solely by competitive interactions during the grow-
ing season. If we want to predict how the current changes will
play out in the future, and assess the ramifications of these
changes, we are going to need year-round studies that link
summer and winter biological activity.
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Figure 9. The snow–shrub–soil–microbe feedback loop
(based on Sturm et al. 2001b).

(Figures 7a, 7b, and 8a)

(Figure 2)

(Figure 1)

(Figure 5)

(Figures 4a, 4b, and 6)

(Figure 8b)
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Table 2. Key differences in properties between shrubby and nonshrubby tundra.

Properties Nonshrub tundra Shrub tundra

Snow depth/duration Shallower/shor ter Deeper/longer ; more snow r unoff 
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Caribou forage access and quality Higher Lower
Winter CO2 flux Lower Higher
Summer CO2 exchange Lower Higher

CO2, carbon dioxide.
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